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Abstract—The paper describes experiments on using the
syntactic structure to improve the performance of sentiment
detection towards an explicit aspect in Russian sentences. Three
methods of syntactic structure usage were evaluated. The first
is augmenting sentences from training set by changing their
syntactic structure. The second is passing local context subtrees
to Interactive Attention Network (IAN). The third is the novel
semantic rule-based sentiment detection algorithm based on the
previous authors’ work. Sentences augmentation and passing
local context did not exceeded the baseline, their macro F-
scores were (.68 and 0.69 respectively. The proposed rule-based
algorithm performed almost as well as the baseline method, its
macro F-score is 0.70. The ensemble of BERT-SPC and the rule-
based algorithm performed with F-score 0.81, which exceeds the
baseline by 10 %.

I. INTRODUCTION

Automatic detection of sentiment towards an explicit aspect
in a publicism sentence is a Natural Language Processing
(NLP) task that can be formulated as follows: given a sentence
and an aspect of the economic and social development, which
is explictly mentioned in the sentence, it is required to deter-
mine the author’s attitude to the aspect: whether it is positive,
negative or neutral [1]-[4]. The aspect can be either an event,
or a phenomenon, or a named entity — the only requirement
is its explicit mention, i.e., it is called by one or more words in
the sentence. This task is different from the sentence sentiment
detection task (general sentiment detection task) because there
could be more than one explicitly mentioned aspect in the
sentence. For example, in the sentence Fans of Manchester
were going to make a mess but law enforcement retained order
in the city there is negative attitude towards the aspect Fans
of Manchester and positive attitude towards the aspect law
enforcement.

This paper is devoted to application of various approaches
of using the syntactic structure to improve performance of
detection of sentiment towards an explicit aspect in Russian
publicism sentences. Because there is no strict word order
in Russian language, we expect [5] that information about
the syntactic structure of the sentence would improve de-
tection quality for Russian publicism sentences, which is, in
general, substantially lower than for English sentences at the
moment [6], [7].
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There are several approaches of using the syntactic structure
for sentiment detection. It can be used directly, e.g., via a rule-
based sentiment detection algorithm on a syntactic tree [5],
[8]. The other approach is to utilize the knowledge on syntactic
structure to improve the quality of an existing machine learning
method of sentiment detection, e.g., using syntax knowledge to
extract additional information to be passed to the method [9].

The rest of the paper is organized as follows. Section II
describes the existing corpora in Russian and the methods
previously used for detection of sentiment towards an ex-
plicit aspect. Experiments on improvement of existing neural
network-based approaches with the use of syntactic informa-
tion are described in Section III. Section IV describes the
semantic rule-based sentiment detection algorithm, which uses
the syntactic tree. The ensemble of this algorithm with the
best of the considered neural network-based model as well as
experiments with it are described in Section V. Conclusion
summarizes the paper.

II. RELATED WORK
A. Corpora

Most of the recent works for Russian devoted to the de-
tection of sentiment towards an explicit aspect in publicism
sentences uses one of the two openly available corpora. The
first one is CABSAR! created by Naumov et al. [3]. It consists
of 6705 records, each containing a sentence, an aspect term
and its position in the sentence (indices of start and end charac-
ters), and a mark of the sentiment towards the aspect: positive,
negative, or neutral. Because there could be more than one
aspect mentioned in the sentence, some records contains the
same sentence but different aspect terms. The sentences were
collected from different sources: LiveJournal (2105 records),
Lenta.ru news agency (2603 records), and Twitter (1997
records). There are two types of aspects in CABSAR: person
and organisation, i.e., all the aspects are named entities. The
annotation was performed using Yandex.Toloka crowdsourcing
platform. The agreement rate between annotators was 0.84
that indicates rather strong agreement. 34 % of the CABSAR
records contains positive sentiment towards an aspect, 20 %
contains negative sentiment, and 46 % contains no sentiment

Uhttps://github.com/sag111/CABSAR
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towards aspects. The corpus is split into train and test sets,
containing 80 % and 20 % of all records respectively.

The second corpus openly available for Russian is
RuSentNE-20232 created by Golubev et al. [10]. It consists
of 9482 records of the same structure as in CABSAR. There
are five types of aspects in the RuSentNE-2023: person,
organization, profession, country, and nationality, i.e., all the
aspects are named entities too. The sentences were collected
from NEREL corpus that contains person-oriented news [11].
The annotation was performed by both students and experts in
linguistics and later checked by a moderator. The agreement
rate between annotators was 0.84 (the same as for CABSAR).
13 % of the RuSentNE-2023 records contains positive senti-
ment towards aspects, 15 % contains negative sentiment, and
72 % contains no sentiment towards aspects. It means that
the class imbalance in RuSentNE-2023 is stronger than in
CABSAR. RuSentNE-2023 is also split into train and test sets,
containing 70 % and 30 % of records respectively. There is also
set for final testing, but there are no sentiment labels published
for it.

B. Methods

The only results on CABSAR were published by its cre-
ators [3]. The best F-score is 0.70 on the test set. It was
achieved using IAN (Interactive Attention Network) and ELMo
embedding vectors. IAN is the neural network architecture in-
tegrating two LSTM neural networks. One of LSTMs handles
the aspect (its inputs are embedding vectors of the aspect term
words) and the other handles the mention context (its inputs are
embedding vectors of all the words of the sentence) [12]. AN
usually performs better on aspect-based sentiment analysis
tasks than LSTM does because it can handle both the aspect,
the mention context, and the relation between them [13], [14].
Naumov et al. also reported results of the sentiment lexicon-
based algorithm evaluation on CABSAR. Its macro F-score is
0.31. This weak result can be explained by simplicity of the
algorithm: it determines, which sentiment, positive or negative,
is more common among the words of the sentence.

CABSAR was also used by Moloshnikov et al. [15], but
only for training, and no performance scores were published,
whereas these researchers achieved a rather high sentiment
detection performance with TAN on RuSentNE-2023: macro
F-score is 0.68 on the test set with RuBERT-large embeddings.
In the same paper the authors also reported that the sentiment
detection method based on text-to-text generative model ruT5-
large outperforms IAN on the test set by 11% but this
approach a requires larger train set. The ruT5-large model in
the paper was trained on union of RuSentNE-2023 train and
test sets, and the CABSAR corpus. It makes the performance
achieved with ruT5-large incompatible with the other results
achieved on RuSentNE-2023.

The best reported results for RuSentNE-2023, with macro
F-score between 0.75 and (.78, were achieved by three re-
searchers: Kabaev et al. [16], Glazkova [17], and Sanockin

Zhttps://github.com/dialogue-evaluation/RuSentNE-evaluation
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et al. [18]. All of them experimented with different embed-
dings and masking techniques for the basic BERT classi-
fication model called BERT-SPC (Sequence Pair Classifica-
tion) [19].

It should be mentioned that at the moment there are no
published results of more complex BERT-based models, such
as Local Context Focus BERT (LCF-BERT) [20], evaluated
on CABSAR or RuSentNE-2023.

Rusnachenko et al. [6] also published the results of different
large language model-based methods evaluation on RuSentNE-
2023. The best F-score of these methods in zero-shot mode is
0.64 on the test set achieved using GPT-4, which is 14 % lower
than the best BERT-SPC result. The best F-score of fine-tuned
models is 0.76 on the test set achieved with Flan-T5x1, which
is 2 % lower than the best BERT-SPC result.

There are some rule-based methods of sentiment detection
towards an explicit aspect for non-Russian languages. For
example, Brunova et al. [4] proposed an algorithm for English
based on the set of 15 sentiment detection rules. The rules
handle different ways of sentiment expression: sentimental
words, coordinating and adversative conjunctions, amplifying
particles, and so on. The algorithm was evaluated on the set
of 300 Reddit texts related to politics and reached accuracy of
0.92.

Bayraktar et al. [21] proposed a rule-based algorithm for
Turkish. The algorithm is based on the sentiment dictionary
SentiTurkNet and the set of semantic rules that handles 6 most
popular Turkish conjunctions. The algorithm was evaluated
on SemEval ABSA 2016 and reached accuracy 0.52. The
error analysis performed by the authors showed that significant
amount of errors is caused by poor sentiment dictionary qual-
ity and lack of semantic rules for specific ways of sentiment
expression.

Unfortunately, there a is lack of rule-based methods of
sentiment detection towards an explicit aspect for Russian
publicism, there are rule-based methods of general sentiment
detection for Russian publicism. In 2013 Panicheva proposed
ATEX — rule-based sentiment analysis system for Russian
texts [22]. The set of semantic rules used in ATEX handles
different ways of sentiment expression in Russian publicism.

In our previous work [5] we proposed a novel rule-based
general sentiment detection algorithm. The algorithm pro-
cesses constituency tree of the sentence that represents its
phrase structure: leafs represent words and internal nodes
represent phrases. The algorithm detects sentiment of each
phrase by sentiments of its constituent parts according to a set
of semantic rules. The idea of the algorithm is quite similar
to the idea of the algorithm of sentiment detection towards
aspect described in [4].

III. EXPERIMENTS WITH NEURAL NETWORK-BASED
MODELS
A. Experiment design

The experiments in this research were conducted on records
from the CABSAR corpus. This decision has three reasons.
The first reason is that the annotation procedure of CABSAR
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is well-structured and more reliable than the annotation pro-
cedure of RuSentNE-2023. The second reason is that the class
imbalance in CABSAR is weaker than in RuSentNE. The third
reason is the presence of sentences from both blog records
and news texts in CABSAR, which makes this corpus more
relevant to this research.

The evaluation was done only on sentences extracted from
LiveJournal and Lenta.ru, excluding the ones from Twitter,
because tweets have their own specific speech style, which
significantly differs from publicism [23]. Our experiments
showed that performance on initial CABSAR and CABSAR
without tweets (further referred just as CABSAR) differs no
more than 1 %.

We chose BERT-SPC [19] and IAN [12] as baseline mod-
els because in previous research they showed themselves
as the most efficient for the task under consideration [6],
[10]. We also experimented with Bi-LSTM and LCF-BERT
models [20].

As the goal of our research is using the syntactic structure
to improve performance of sentiment detection towards an
explicit aspect in Russian publicism sentences, we utilized
three approaches: augmentation of sentences from the train
set by changing their syntactic structure, passing local context
subtrees of aspect terms to IAN, and semantic rule-based
sentiment detection algorithm. Finally, we combined BERT-
SPC and semantic rule-based in an ensemble.

During the experiments, we used Python programming
language and PyTorch framework [24]. Constituency trees
were constructed using the algorithm described in our previous
work [25] and Stanza dependency parser [26].

All the performance metrics during evaluation were calcu-
lated on the test set of CABSAR (cross-validation was not
used) to compare the achieved results with other published
results on this dataset.

We used macro F-score because it is robust to the class
imbalance present in the corpus, moreover it is used in the
most of the published works.

B. Baseline

To determine the baseline for our own methods involving
the syntactic structure, we evaluated four neural network-based
methods of sentiment detection towards an explicit aspect: Bi-
LSTM with ELMo embeddings, IAN with ELMo embeddings,
BERT-SPC, and LCF-BERT. The best macro F-scores of the
evaluated methods on the test set and hyperparameters, which
was used to achieve best scores, are shown in Table 1. All the
models were trained until there was no macro F-score growth
on the test set during 5 epochs.

We investigated the reason why the performance of the
advanced LCF-BERT model was lower than the performance
of the simpler BERT-SPC model. It showed that LCF-BERT
suffers from overfitting: its performance on the train set grows
too fast without simultaneous growth of the performance on
the test set (see Fig. 1). It looks like the simpler BERT-SPC
model works better when the the size of the train set is not very
large and the classes are imbalanced: its performance increases
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Fig. 1. BERT-SPC and LCF-BERT learning curves

slower than LCF-BERT performance does but it continues to
increase when LCF-BERT performance stops to grow.
Performance metrics and the confusion matrix for BERT-
SPC are shown in Tables II and III respectively. Performance
for records with neutral sentiment is the highest, and per-
formance for negative sentiment is the lowest. Positive and
negative classes have similar precisions, but recall for the
positive class is significantly higher than for the negative class.

C. Data augmentation

As neural neural network-based sentiment detection meth-
ods performs better when they are trained on larger datasets,
we suppose that addition of more records with positive and
negative sentiment into the train set would improve the sen-
timent detection performance. This can be achieved by the
augmentation of the train set with additional sentences having
modified syntactic structure.

The following augmentation techniques [27] were used:

« random syntactic groups order swap;

« random neutral syntactic groups and neutral words inser-
tion;

« random replacement of sentimental words with synonyms
with the same sentiment (according to RuWordNet [28]
thesaurus and RuSentiLex [29] sentiment dictionary).

Using these techniques, the number of records with positive
or negative sentiment in the extended corpus were doubled.
However, the best macro F-score achieved by BERT-SPC
trained on the extended corpus was 0.68, which is lower
than the best BERT-SPC result for the initial train set. It
was achieved with the same training parameters as for non-
extended train set, but the training took 11 epochs, which is
significantly lesser than the training on the non-extended set
took. Performance metrics and the confusion matrix are shown
in Tables IV and V respectively.

D. IAN with using context of aspect mention

The next experiment used the idea of extracting the words
closely related to the aspect term in the sentence and passing
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TABLE I. BASELINE METHODS EVALUATION
RESULTS

Method

Macro F-score

Hyperparameters

No. of training epochs

Bi-LSTM

0.61

ELMo trained on Russian WMT News>,
hidden layers size 128, 3 recurrent layers, dropout rate 0.5,
batch size 16, Adam optimizer, learning rate 0.0001, weight decay rate 0.0001

48

IAN

0.68

ELMo trained on Russian WMT News,
hidden layers size 100, 1 recurrent layer in each LSTM, dropout rate 0.625,
batch size 16, Adam optimizer, learning rate 0.00004, weight decay rate 0.0008

28

BERT-SPC

0.71

pretrained rubert—base—cased—semence4,

hidden layer size 512, dropout rate 0.25,
batch size 16, SGD optimizer, learning rate 0.005, weight decay rate 0.005

30

LCF-BERT

0.68

pretrained rubert-base-cased-sentence,
semantic-relative distance 5, hidden layer size 512, dropout rate 0.625,
batch size 16, SGD optimizer, learning rate 0.005, weight decay rate 0.005
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them to IAN in addition to the aspect term and the full
text of the sentence. We supposed that using a local context
of the aspect term (namely words or phrases around the
aspect term forming one subtree in the constituency tree)
would improve the classification performance without causing
overfitting. Further in the text we refer to this IAN modification
as TAN-Context. To extract the phrase that forms such a context
we created the following algorithm.

At the first stage the algorithm searches the constituency
tree of the sentence for the node N that directly contains the
aspect term. If the aspect term is a single word, N is the
leaf representing the word itself. If the aspect term consists
of two or more words, N is the root of the minimum subtree
containing all the words of the aspect term. If there is more
than one aspect term in the sentence, the algorithm uses the
one specified in the record of the corpus.

At the second stage the algorithm searches for the d-th
ancestor of N and extracts the subtree that has this ancestor as
the root node. If there is no d-th ancestor (e.g., N itself is the
root of the constituency tree), the maximum possible ancestor
is used. The more is d, the broader context of the aspect term
is extracted. We experimented with d equals 1, 2, and 3. All
the words (leaf nodes) in the extracted subtree are combined
into one phrase (a string) in the same order as in the sentence.

The best macro F-score of 0.69 was achieved for d equals 2
and the same training parameters as for base IAN. Performance
metrics and confusion matrices for basic IAN and IAN-
Context are shown in Tables VI and VII respectively.

TABLE II. BERT-SPC SENTIMENT DETECTION

There is a small performance increase for TAN-Context
in comparison with IAN. This increase is due to the better
negative sentiment detection: F-score for negative sentiment
changed from 0.58 to 0.62 because IAN-Context detected more
records as having negative sentiment than TAN did. But it
also detected less records as having positive sentiment. The
learning curves (see Fig. 2) show that IAN-Context overfits
slower than IAN: its F-score on test set stops to grow slightly
later than IAN. Therefore, the difference smoothes the effect
of imbalanced classes, but IAN-Context still performs worse
than BERT-based methods.

IV. SEMANTIC RULE-BASED ALGORITHM

A. Relation between sentiment towards an explicit aspect and
general sentiment

Since there is a rather efficient rule-based algorithm for
detection of the general sentence sentiment [5], it is natural
to take it as a base for rule-based algorithm for sentiment
detection towards an explicit aspect.

To estimate the relation between general sentiment and
sentiment towards an explicit aspect, we performed the fol-
lowing experiment. The algorithm for detection of the general
sentiment was executed on the CABSAR corpus and its results
were treated as the sentiment towards an explicit aspect.
Performance metrics and the confusion matrix are shown in
Tables VIII and IX respectively.

The result of the experiment is very weak: macro F-score is
0.47, whereas the best macro F-score for the general sentiment
detection algorithm in the article [5] is 0.76. It is not surprising
and shows the essential differences between the two tasks.

PERFORMANCE TABLE IIL. BERT-SPC SENTIMENT DETECTION CONFUSION
MATRIX

Class Precision Recall F-score No. of sentences
Positive 0.68 0.73 0.70 252 Predicted Positive Neutral Negative Total
Neutral 0.78 0.78 0.78 490 Real
Negative 0.67 0.61 0.64 168 Positive 184 58 10 252
Macro average 0.71 0.70 0.71 910 Neutral 69 380 41 490

Accuracy =0.73 Negative 19 47 102 168
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However, this result is far better than random (according to [3]
the result can be considered random if macro F-score is near
0.30). It shows the similarity of the tasks and corroborates the
initial idea of using the developments of the general sentiment
detection algorithm to propose an algorithm for detection of
sentiment towards an explicit aspect.

B. Algorithm for detection of sentiment towards explicit aspect

The algorithm for detection of the general sentiment [5]
assigns a sentiment to each node of the constituency tree
during its execution. The algorithm for detection of sentiment
towards explicit aspect, which we propose in this paper, uses
this tree and the aspect term to detect the sentiment towards
an explicit aspect. It is organized as follows.

At the first stage it searches the constituency tree for the
node N that directly contains the aspect term. It is done
the same way as in the first stage of the phrase extraction
algorithm in Subsection III-D. If there is more than one aspect
term in the sentence, the next stage is executed for all of them,
then the results are aggregated according to the rule given
below.

At the second stage the algorithm walks from N to the
constituency tree root. For each node along this path it checks
if any of the semantic rules described below is applicable.
The rules are ordered by priority: if there is more than one
applicable rule, the earliest in the list is used to detect the
sentiment. If the root is reached and there are no applicable
rules, the sentiment towards the aspect is considered neutral.

If there is more than one aspect term in the sentence, the
previous stage results in multiple sentiment labels (one label
for each aspect term). In this case the following sentiment
aggregation rule is used. If all the labels are the same, their
sentiment is the result of the algorithm. If at least one of
the labels is positive and there is are no negative labels, the
result is positive, and vice versa. If there are both positive and

TABLE IV. SENTIMENT DETECTION PERFORMANCE OF BERT-SPC TRAINED
ON THE EXTENDED CORPUS

Class Precision Recall F-score No. of sentences
Positive 0.67 0.70 0.68 252
Neutral 0.76 0.73 0.74 490
Negative 0.60 0.61 0.61 168
Macro average 0.67 0.68 0.68 910

Accuracy = 0.70

TABLE V. SENTIMENT DETECTION CONFUSION MATRIX OF BERT-SPC
TRAINED ON THE EXTENDED CORPUS

Predicted Positive  Neutral —Negative Total
Real
Positive 176 64 12 252
Neutral 75 358 57 490
Negative 13 52 103 168
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negative labels, the sentiment towards the aspect is considered
neutral.

The algorithm uses the following 19 semantic rules rep-
resenting the most common ways of sentiment expression
towards explicit aspects in Russian elaborated with experts in
Russian linguistics:

1) If the aspect term itself has a general sentiment (i.e.,
the sentiment of the corresponding syntactic group is
different from neutral), then the result of the algorithm
is this sentiment: if the word itself is sentimental, then
by using it, the author expresses positive or negative
attitude towards who or what is called by it.

2) If the aspect term or the word defined as related to the
aspect is a subject, complement, or has a function of
definition or determinative complement in a subject or
complement group, and that group is neutral towards the
aspect, the sentiment of the definition or determinative
complement group is used to determine the sentiment to-
wards the aspect: Ogpuyep noomockosHoi 60UHCKOIL ua-
cmu Onee JIleonmves, 008unsiemblil 8 zudenu conroama-
CPOUHUKA, NONPOCUN 8 CYOe OMNPABUMD €20 HA CAYNCOY
6 Cupuro (Oleg Leontyev, an officer of a military unit
near Moscow, accused in the death of an enlisted
soldier, asked in court to send him to serve in Syria).

3) If the aspect term or the word defined as related to the
aspect is a determinative complement and the comple-
ment group is neutral towards the aspect, the sentiment
of the word being defined is used to determine the
sentiment towards the aspect: Zo nooeost I]gemxosa na
nvedecman Kyoxka mupa yoasanoco 8300pamvcst moavko
Iunyauny, komopbwlii 0depaican nobedy 6 cnpurme Ha
smane Kybkxa mupa ¢ punckom Konmuonaxmu. (Before
Tsvetkov’s victory, only Shipulin had managed to climb
the World Cup podium, winning the sprint at the World
Cup stage in Kontiolahti, Finland).

4) If the aspect term or the word defined as related to the
aspect is a subject, or plays the role of a determiner or
determinative complement in a subject group, and the

e
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Fig. 2. TAN and TAN-Context learning curves
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TABLE VI. IAN AND IAN-CONTEXT SENTIMENT DETECTION

PERFORMANCE
Method IAN TAN-Context .
No. of sentences
Class Precision Recall F-score Precision Recall F-score
Positive 0.68 0.77 0.72 0.71 0.71 0.71 252
Neutral 0.75 0.70 0.73 0.75 0.75 0.75 490
Negative 0.58 0.58 0.58 0.62 0.61 0.62 168
Macro average 0.67 0.68 0.68 0.69 0.69 0.69 910
Accuracy of IAN = 0.70
Accuracy of IAN-Context = 0.71
TABLE VII. IAN AND IAN-CONTEXT SENTIMENT DETECTION CONFUSION
MATRICES
Method TAN TAN-Context
- Total
Predicted Positive ~ Neutral ~ Negative Positive ~ Neutral — Negative
Actual
Positive 193 54 5 178 65 9 252
Neutral 80 345 65 67 369 54 490
Negative 12 59 97 6 59 103 168

TABLE VIII. PERFORMANCE METRICS IF THE GENERAL SENTIMENT IS

ASSUMED TO BE THE SENTIMENT TOWARDS AN EXPLICIT ASPECT

Class Precision Recall F-score No. of sentences ©
Positive 0.52 0.51 0.52 252
Neutral 0.59 0.31 0.41 490
Negative 0.34 0.80 0.47 168
Macro average 0.48 0.54 0.47 910
Accuracy = 0.46

TABLE IX. CONFUSION MATRIX IF THE GENERAL SENTIMENT IS ASSUMED TO
BE THE SENTIMENT TOWARDS AN EXPLICIT ASPECT

Predicted Positive  Neutral Negative Total
Real 7)
Positive 129 86 37 252
Neutral 107 154 229 490
Negative 10 23 135 168

5)

subject group does not contain a positive or negative
sentiment towards the aspect, then the predicate group is
used to determine the sentiment towards the aspect: 9ma
kHuza Tucco umena wupouatiuuil pezonarnc é Eepone
u evloepacana 3a nonmopa cmosemusi 63 uzoanus. (This
book by Tissot had the widest resonance in Europe
and went through 63 editions in a century and a half.)
If the author informs that an aspect or something closely
related to an aspect plays a positive or negative role, the
author is more likely to treat the aspect positively.

A rule similar to the previous one applies if the as-
pect term or the word defined as related to the aspect
names the active person in a passive voice construction:
yxoenas cmpeaka — 3mo npoceeuwtéHHas, uymras,
socnumannas Ilepkosvro cosecmo (A spiritual arrow

8)

9)
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is an enlightened, sensitive, conscience nurtured by the
Church).

If the aspect term or the word defined as related to
the aspect acts as a direct complement in the syntactic
group of the predicate with the semantics of desire,
aspiration, preference, the sentiment towards the aspect
is considered positive: Yooonocmv ogopmnenus xpe-
ouma ounaiin ommemuau 27 nPoOYeHmMo8 OnpoOULeHHbIX,
makoe e YUcA0 PeCNOHOEHMO8 OMMemual, Ymo OanHK
He 20moe 6vl0amb HeOONLUYIO CYMMY HA KOPOMKULL
cpok, noamomy npeonouumarom MPO (Convenience
of applying for a loan online was noted by 27 percent
of respondents, the same number of respondents noted
that the bank is not ready to give a small amount for a
short period of time, so they prefer MFOs).

If the aspect term or the word defined as related to the
aspect acts as an indirect complement in the syntactic
group of the predicate with the semantics of expressing
gratitude, the sentiment towards the aspect is consid-
ered positive: Kosaavuyx evipasun 0aazooapuocmo
pykosoocmey u ooaeavwguxam CKA u 3aseun, umo
acenaem Oaudcatimue 2—3 200a “nonvimame c80U CUbl
6 Amepuxe” (Kovalchuk expressed his gratitude to the
SKA management and fans and stated that he wants to
“try his hand in America” in the next 2-3 years).

If the aspect term or the word defined as related to
the aspect is defined as having a quality in the highest
degree, the sentiment towards the aspect is considered
positive: Kpynueiiwuil ¢ mupe caiim o nymeuiecmeusx
TripAdvisor npusnan «Aspogpaom» ayuwieli aguaxom-
nanueii Eeponvl, a ezo 0Ousnec-xracc — ayumum 6
mupe (The world’s largest travel website TripAdvisor
recognized Aeroflot as the best airline in Europe and its
business class as the best in the world).

A rule similar to the previous one is applied if the
aspect term or the word defined as related to the aspect
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10)

11)

12)

13)

14)

15)

is defined as one superior to all others in some way:
Puuapo Ilpaiiop — o00un u3 camvix 3HAMEHUMbBIX
amepukarnckux komuxos (Richard Pryor is one of the
most famous American comedians).

If the aspect term or the word defined as related to the
aspect is given by the author as an example of some-
thing positive or negative, the sentiment towards the
aspect is considered positive or negative, respectively:
Ha npumepe Puaapema Ianvuesa onu mozym yeudemy,
KaKux ycnexoe 8 ousnece mModcHo oooumscs (On the
example of Filaret Galchev they can see what success
in business can be achieved).

If the aspect term or the word defined as related to
the aspect is defined as being protected from something
negative, the sentiment towards the aspect is considered
positive: Hocugp 6 meuenue ecex 15 nem cmapancs
ozpadums cebsi u UKOHY 0m RONbLIMOK UCNOAb3084Mb
Eé 6 ceoux KOpbICMHBIX UeASAX UNU MAHUNYAUPOBAMb
Kozo-mo ¢ Eé¢ nomowpro (Joseph tried for all 15 years
to shield himself and the Icon from attempts to use It
for his own selfish purposes or to manipulate someone
with Its’ help).

If the aspect term or the word defined as related to the
aspect acts as an indirect complement in a phrase with
the semantics of expressing distrust or dissatisfaction,
the sentiment towards the aspect is considered negative:
Kax ommeuaemcsi, 0yxoeeHcmeo 60 MHO20M HEO080AbHO
pewenusmu JJymepme, ocobenio e2o kposasoii 60pbOOil
¢ napxomopeosuamu (As noted, the clergy is largely
unhappy with Duterte’s decisions, especially his bloody
fight against drug traffickers).

If the aspect term or the word defined as related to the
aspect acts as an indirect complement in a phrase with
the semantics of getting something defined positively,
the sentiment towards the aspect is considered posi-
tive: IIpusmnsle 80CROMUHAHUSL OM 31020 COOLIMUSL
ocmaaucw y Keiim Yuncaem na ecio scusnue (Pleasant
memories from this event remained with Kate Winslet
for life).

If the aspect term or the word defined as related to
the aspect acts as an indirect complement in a phrase
with the semantics of preference of something negative
or neutral to something positive, the sentiment towards
the aspect is considered negative: 3nauum 0as Aauesa
mop208.1: HedhMblo 8ANHCHEE PAZBUMUSL MANO020 U CPEO-
nezo ousneca (So for Aliyev oil trade is more important
than development of small and medium business).

If the aspect term or the word defined as related to
the aspect acts as a subject in a non-negative phrase
with the semantics of doing something, the sentiment
towards the aspect is considered positive: buigwuii kan-
ouoam 6 npezudenmot Poccuu Ilagen I'pyounun copun
YCbl, MeM Camblyi bINOAHUE 0053AMENbCINEO, OaAHHOe
arcypraaucmy FOpuio JJyoro 6 pamkax ux cnopa (Former
Russian presidential candidate Pavel Grudinin shaved
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off his mustache, thus fulfilling a commitment made to
Jjournalist Yury Dudy as part of their dispute).

16) If the aspect term or the word defined as related to
the aspect acts as an indirect complement in a phrase
with the semantics of containing something positive or
negative, the sentiment towards the aspect is considered
positive or negative, respectively: B Poccutickuii kayo
NPABOCAABHLIX MEUEHAMO8 8X00m 8blCOKonpodghec-
CUOHANbHBIE HOPUCMBL, CNOCOOHble 000UBAMbCS. 60C-
cmanoenenus cnpasedausocmu (In The Russian Club
of Orthodox Patrons we can find highly professional
lawyers who are capable of seeking to restore justice).

17) If the aspect term or the word defined as related to the
aspect acts as a subject or indirect complement in a
phrase with the semantics of lack of any positive or
neutral qualities, the sentiment towards the aspect is
considered negative: /I[ponooxc e umeem u non08UHbL
cepaucos 4shared (Dropbox does not have half of
4shared’s services).

18) If the aspect term or the word defined as related to
the aspect acts as a subject in the main part of a com-
pound sentence whose adjectival part reports a positively
evaluated motive for action, the sentiment towards the
aspect is considered positive: Maccemu napyuwiun c60io
AHOHUMHOCHIL, UMOOBL COeAAMb KPYNRHOE NOJCePmaEo-
sanue Ha 0aazomeopumeavHocmo (Masseti broke his
anonymity to make a large donation to charity). If the
author evaluates the motive of action positively, he thus
expresses a positive attitude towards the subject of the
action.

19) If the aspect term or the word defined as related to
the aspect is used to compare it to something charac-
terized positively, the sentiment towards the aspect is
also considered positive: Ymo smo 3a 2106066, ecau mol
PACKpblsaeusb C6010 COKPOGEHHYIO MeUmy, 6eCb MAaKoli
He3auUUeHHbLI, mpozamenvHblll, Kak bDemou, a 6
omeem: “Tovl oxpenen?” (What kind of love is it if you
reveal your innermost dream, and you're so vulnerable
and touching like Bambi at this moment, and the
response is, “Are you nuts?”).

C. Algorithm evaluation

Performance metrics and the confusion matrix of the pro-
posed algorithm of sentiment detection towards an explicit
aspect are shown in Tables X and XI respectively. The al-
gorithm detects positive and negative sentiment fairly well,
but the quality of negative sentiment detection is significantly
lower. The overall performance of the proposed algorithm is
similar to the BERT-SPC performance: macro F-scores are
0.70 and 0.71 respectively. However, the rule-based algorithm
confuses positive sentiment with negative less frequently than
BERT-SPC does: the total numbers of such errors are 14 and
29 respectively.
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V. ENSEMBLE OF BERT-SPC AND RULE-BASED
ALGORITHM

To improve the performance of sentiment detection towards
an explicit aspect we combined two methods with the best
performance, BERT-SPC and the rule-based algorithm from
Section IV, in an ensemble. The ensemble uses outputs of
the last BERT-SPC layer [30] and the logistic regression
model described below to predict, if the result of BERT-
SPC is correct or not. If the BERT-SPC result is correct,
it is considered as the sentiment towards the explicit aspect;
otherwise, the result of the recursive algorithm is used.

As the input data for the logistic regression the outputs of
the last BERT-SPC layer were used. The training was done
on the same train set as for the other models. The resultant
regression equation is

e(l’

1+e®’
@ =—8.064 +2.265 - xpax + 0.651 - Xpos
+1.097 - xpeur + 1.074 - Xpeg,

Ptrue =

where

e puue 1S the probability that the result of BERT-SPC is
correct (the threshold value is 0.5);

o Xposs Xneut> and Xnep are outputs of the last BERT-SPC
layer for positive, neutral, and negative sentiment classes
respectively;

o Xmax 18 the maximum value of Xpos, Xpeut> and Xpeg.

F-score of the regression model is 0.70, therefore the model
predicts BERT-SPC errors rather efficiently and can be used
in the ensemble.

We also tried to use SVM and neural networks-based
methods to predict errors of BERT-SPC, but did not succeeded
due to imbalanced training data.

When using the ensemble, the sentiments of 64 % sentences
were detected using BERT-SPC and for 36 % sentences the

TABLE X. PERFORMANCE OF THE PROPOSED RULE-BASED
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TABLE XII. PERFORMANCE OF THE ENSEMBLE OF
BERT-SPC AND THE PROPOSED RULE-BASED

ALGORITHM
Class Precision Recall F-score No. of sentences
Positive 0.80 0.83 0.81 252
Neutral 0.85 0.85 0.85 490
Negative 0.78 0.74 0.76 168
Macro average 0.81 0.80 0.81 910

ALGORITHM
Class Precision Recall F-score No. of sentences
Positive 0.69 0.73 0.71 252
Neutral 0.76 0.70 0.73 490
Negative 0.60 0.68 0.64 168
Macro average 0.69 0.71 0.70 910

Accuracy = 0.71

TABLE XI. CONFUSION MATRIX OF THE PROPOSED RULE-BASED

ALGORITHM
Predicted Positive  Neutral —Negative Total

Real

Positive 185 62 5 252

Neutral 73 345 72 490

Negative 9 44 115 168
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Accuracy = 0.82

TABLE XIII. CONFUSION MATRIX OF THE ENSEMBLE OF
BERT-SPC AND THE PROPOSED RULE-BASED ALGORITHM

Predicted Positive  Neutral Negative Total
Real
Positive 208 39 5 252
Neutral 42 417 31 490
Negative 10 34 124 168

rule-based algorithm was used. Performance metrics and the
confusion matrix are shown in Tables XII and XII respectively.

Macro F-score of the ensemble is 0.81, which is by 0.10
higher than F-scores of BERT-SPC and the rule-based algo-
rithm. The ensemble detected neutral and positive sentiment
fairly well, but the performance of negative sentiment detection
is significantly lower. Recall of positive sentiment detection
is 0.03 higher than precision, but for negative sentiment the
balance is reverse: precision is 0.04 higher than the recall.
6 % of all negative sentences were detected as positive and
only 2% of all positive sentences were detected as negative.
9% and 6 % neutral sentences were detected as positive and
neutral sentiment respectively.

VI. CONCLUSION

This paper is devoted to the task of sentiment detection
towards an explicit aspect. Its main goal is to improve the
performance of sentiment detection by using the syntactic
structure of a sentence. All the experiments were done on
CABSAR sentences extracted from LiveJournal and Lenta.ru.

To estimate the baseline performance, we evaluated four
neural network-based models: Bi-LSTM, IAN, BERT-SPC,
and LCF-BERT. BERT-SPC showed the best performance, its
macro F-score was 0.71.

In the work we utilized three approaches of using the syn-
tactic structure to improve performance of sentiment detection
towards an explicit aspect: augmentation of sentences from the
train set by changing their syntactic structure, passing local
context subtrees of aspect terms to IAN, and semantic rule-
based sentiment detection algorithm.

Three augmentation methods (syntactic groups order swap,
neutral words and syntactic groups insertion, and random
replacement of sentimental words with synonyms) were used
to extend the train set. However, the performance was not
improved: the best macro F-score achieved by BERT-SPC
trained on the extended set was 0.68.
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In experiments with passing the local context of the aspect
term to IAN the context was extracted by finding a subtree
of the constituency tree that contains the aspect term. This
allowed to improve the performance only by 0.01.

Then we proposed a rule-based algorithm of sentiment de-
tection towards an explicit aspect. It uses the constituency tree,
which nodes are assigned with the sentiment determined by the
general sentiment detection algorithm, and 19 semantic rules
representing the most common ways of sentiment expression
towards an explicit aspect in Russian publicism. Macro F-score
of the proposed algorithm was 0.70, which is close to F-score
of BERT-SPC.

Finally, we combined BERT-SPC and semantic rule-based
algorithm in an ensemble. It uses outputs of the last BERT-SPC
layer and the logistic regression model. Macro F-score of the
ensemble is 0.81, which is significantly higher than F-scores
of BERT-SPC and rule-based algorithm used separately.

The achieved results can be interpreted as follows. When
the training set is rather small, neural networks cannot learn
many patterns existing in the language, but they learn patterns
specific to the training set and its domain. On the other hand,
rule-based algorithms rely on general sentiment expression
patterns existing in the language. As a result, combining
a neural network and a semantic rule-based algorithm in
an ensemble can significantly improve the performance of
sentiment detection.
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