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Abstract—Cloud systems are autonomous systems, that are managed on the base of complex set of criteria. In clouds systems, where large number of tasks runs on numerous machines, optimized task scheduling causes significant reducing of computing time. The process of scheduling in a cloud computing system consists of two steps. The first step is to allocate computational tasks to virtual machines and the second step is to create virtual machines on physical machines. In two steps scheduling takes place, so we talk about combinations of scheduling models. We introduce a complex analysis of the behavior of a simulated cloud system to find appropriate combinations of scheduling models for scaled and dimensional sets of computational tasks. The tasks have different requirements on the system, such as those that are focused on the number of computational cores. We use the minimum completion time of the last task as the main quality criterion. Based on experiments, 9000 simulations, and subsequent comparative analyses, we find that the scheduling of tasks to virtual machines has a significant impact on makespan. We have shown that the optimized task scheduling (with minimum makespan values), reduces the 6 original classes of combined models to 2 classes. These are on time sharing and space sharing models for scheduling tasks on virtual machines.
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I. INTRODUCTION

Cloud systems are autonomous systems, that are managed on the base of complex set of criteria. In clouds systems, where large number of tasks runs on numerous machines, optimized task scheduling causes significant reducing of computing time. A quality cloud system must respect the task requirements for architecture, number of compute cores, operating system, compilers, and other application software. Task requirements are also related to quality of service, which can be expressed in terms of different time conditions. These are, for example, requirements for the maximum slowdown of a task, or the maximum completion time of a task. It is essential that the system provides the tasks with sufficient computational resource capacity, particularly the computational time of the processors. In a complex system, the requirements of many tasks meet and need to be optimally scheduled. Efficient scheduling of tasks will result in maximum throughput, minimum waiting time for individual tasks, minimum completion time for the last task and meet task requirements. Ensuring the quality criteria, ultimately minimizes the power consumption of the computing system. Clouds are virtualized by virtual machines or containers [11].

The process of scheduling tasks in a computing system consists of:

- allocation computational tasks to virtual machines.
- virtual machine (VM) creation on physical machines (PMs).

Understanding the behavior of a computing system is a prerequisite for achieving high system performance. Therefore, in this paper, we have studied in detail the behavior of the computing system, in a simulated CloudSim environment [1].

The aim is to reach a comprehensive understanding of the simulator's behavior when using various scheduling models and under different loads. This will enable us to modify the simulator's source code with additional functionalities for Edge and Fog computing in the future.

The primary contribution of this work is the comparative analysis required to implement modern heterogeneous cloud systems (Edge, Fog, microclouds) in the simulator and evaluate the quality criteria necessary for managing the system to achieve enhanced performance [11].

The CloudSim simulator allows the creation of scalable simulations [2]. The aim of this paper is a comparative analysis of combined scheduling models in the CloudSim cloud simulator. In this paper, we ask how the processing time of tasks on VMs will be affected if tasks are multitasked (preemptively) switched or run continuously on VMs from start to completion i.e., without interruption. We interpret the results of the analysis to decide which combined scheduling models are appropriate to use to make the processing of the simulation tasks as efficient as possible. The specific objectives of the paper are:

- To perform a thorough analysis and comparison of the combined models of task scheduling on virtual machines in CloudSim simulator.
- To create experiments based on which we compare the behavior of the system when using different scheduling models using scalable datasets of tasks accomplished by specifications of requirements.
- To perform comparative analysis and investigate effect of using different combined scheduling models with varying loads represented by number tasks on simulation runtime when quality criterion is the shortest time of completion of all tasks in a dataset.

We created a simulated cloud system and 30 scaled task load sets that represented different system workloads. The number of tasks in these sets varies from 500 to 15 000 tasks. The tasks had requirements that specified the number of computational cores. For creating task datasets, we inspired by computing tasks, which we have used in the High-Performance Computing Center of the Matej Bel University in Banská Bystrica, Slovakia.

CloudSim supports 6 different combinations of scheduling models, which can (as we will show) be classified into 2 basic groups into time sharing (denoted by Ts) and space sharing
(denoted by Ss), depending on how computational tasks are allocated to virtual machines.

We designed and performed experiments to decide which combined task scheduling model to choose for individual types of computing system workloads. We did 9000 simulations, in total. We analyzed the results of each experiment and then compared the behavior of the system using each scheduling combination. Then, we analyzed the behavior of the system when minimal time of task completion was reached. The minimal time represents the best schedule.

We will show that the combined models Ss consume significantly more overhead time to switch tasks to VMs compared to Ts. If the computing system has enough computational capacity to solve the tasks while the task computation quality requirements are met, then the time sharing combined model runs preferentially in the system. If the set of tasks to be processed has requirements on the computing system that cannot be met, the space sharing combined task scheduling model must be used.

We show analysis of the behavior of the computing system with Ss based task scheduling in more details. We show that if the task requests load the system to such an extent that it is not feasible to schedule the tasks with the Ts model, then it is most appropriate to use the combined SsTs model. We show that the optimized scheduling algorithms will enable classification of the system behavior.

This paper is structured as follows: Section II describes related works that deal with task scheduling and VMs. Section III describes the scheduling of tasks and VMs along with the combined task scheduling models. Section IV characterizes computational resources and computational tasks. Section V contains experiments with different types of datasets. Section VI contains an analysis of the behavior of combined scheduling models using minimum simulation times.

II. RELATED WORKS

The objective of the present paper [3] was to compare the response times and CPU utilization of VMs for scheduling tasks in CloudSim simulator with different scheduling algorithms. These algorithms were used along with combined time shared and space shared scheduling models. The research authors measured the least response time using shortest job first (SJF) algorithm for task scheduling combined with VM scheduling using round robin (RR) algorithm. They observed the lowest VM’s CPU utilization using SJF for task scheduling combined with virtual machine scheduling using the length-wise allocation algorithm (LWA) [3].

The research [4] focused on scheduling tasks in CloudSim cloud simulator through a hybrid algorithm combining the Grey Wolf Optimization Algorithm (GWO) and the Genetic Algorithm (GA). The objective of the research was to minimize the response time, energy consumption and resource utilization cost of the cloud system. Scheduling tasks using hybrid algorithm combining the Grey Wolf Optimization Algorithm was compared with scheduling algorithms GA, GWO and Particle Swarm Optimization (PSO). A dataset of both real and synthetic data was used in the comparison in which the authors confirmed the advantages of the new hybrid algorithm [4].

Metaheuristics are among the most popular methods currently used for optimal task scheduling in heterogeneous cloud systems, but also for optimizing real-world scheduling problems [5]. The present research focused on the analysis and comparison of six biologically inspired metaheuristics. The authors of this paper first performed a detailed analysis of these optimization algorithms. Then, they performed a comparison of the response times and computational resource utilization costs of all six metaheuristic algorithms. From the research result, they found that Crow Search Algorithm is the best method for optimizing the response time parameters and resource utilization cost in cloud system [5].

In the given research [6], the authors load balanced the cloud system using a hybrid algorithm combining the Genetic Algorithm (GA) and the PSO. CloudSim simulator was used in the research. The authors aimed to minimize the total simulation time, total cost of running VMs, average waiting time and system response time. The authors concluded that the hybrid algorithm combining the Genetic Algorithm (GA) and the PSO is the best algorithm to optimize all the compared parameters. Hence, the genetic algorithm should be combined with other metaheuristic methods to improve the efficiency of the optimization algorithm [6].

The research [7] focused on scheduling tasks in CloudSim simulator to save power using Greedy strategy. The authors developed a cloud task clustering method based on three-way decision (TWD-CTC) and compared it with different scheduling algorithms. This method divided the pre-scheduling tasks into three groups. The first group were the tasks with high CPU power requirements. The second group were tasks with high RAM capacity requirements. The third group, called Mix, included tasks that did not make it into the first two groups. This ensured that tasks were allocated to VMs according to the demands on computing resources. In their research, the authors found that using the TWD-CTC scheduling method, the cloud system had the lowest power consumption. Interestingly, they measured that the TWD-CTC scheduling method had three times lower power consumption compared to the Min-Max-Min and Min-Max algorithms [7].

The authors of the given research focused on optimizing the task scheduling in the cloud using Hybrid Cuckoo Search Algorithm (CSA). The comparison was performed using the CloudSim simulator and three real datasets NASA, HPC2N, and SDSC. In that paper, the authors presented the hybrid Nesterov Accelerated Gradient-based Cuckoo Search Algorithm (NAGCSA) and compared it with GA, PSO, and Cuckoo Search Algorithm (CSA). The result of the research was that the hybrid NAGCSA algorithm was able to reduce the task processing time by a maximum of 19.20% and the VM running cost by a maximum of 35% [8].

The authors in [4], [5], [6], [7], [8] discuss the design and implementation of optimized scheduling algorithms in the CloudSim environment. However, unlike our approach, these papers do not delve into combined scheduling models. In the work by Sahkhar et al. [3], four combined task scheduling models are utilized. The authors employed 10 VMs and two datasets with 100 and 500 tasks.
All tasks required a single computational core, and the task lengths ranged from 10,000 to 12,000 MI. Our work provides a comprehensive analysis of a system's behavior based on 100 VMs. We loaded the system with 30 different scaled task datasets with varying sizes from 500 to 15,000 tasks. The tasks required varying numbers of computational cores (1-4), and the task lengths ranged from 10,000 to 50,000 MI.

III. SCHEDULING OF TASKS AND VMs

A quality cloud system must respect the requirements of the tasks. It is essential that the system provides the tasks with sufficient computing resource capacity, especially CPU computing time. The requirements of many tasks collide in the system and therefore scheduling needs to be addressed. Since in this paper we focus on scheduling tasks in a system and for purpose of scheduling a dimensional set of computational tasks, it is necessary to specify a set of computational tasks and a set of computational resources, we define the different components involved in this problem in this section of the paper.

Let \( J = \{ J_1, J_2, \ldots, J_n \} \) is the set of tasks, where the task \( J_i \) can be described as part of the total work performed by the system in solving a computational problem. Let \( M = \{ M_1, M_2, \ldots, M_m \} \) is the set of machines, where a machine or computational unit represents a set of accumulated resources (processors, memories, and storage) [9].

We denote by \( J_0 \) the \( j \)-th task processed on the \( i \)-th machine of the system. We denote the completion time of the computation associated with solving job \( J_0 \) by \( C_i \). The completion time of the last job on the \( i \)-th machine is denoted by \( C_mix \), where \( C_{mix} = \max \{ C_1, \ldots, C_n \} \). The completion time of the last task on all machines is denoted by \( C_{max} \), where \( C_{max} = \max \{ C_{mix} \ldots, C_{mix} \} \) [9]. This parameter forms the basic criterion for optimizing the runtime of jobs in the system, on which other system requirements depend. Such requirements, which need to be satisfied to guarantee Quality of Service (QoS) compliance in cloud systems, can be the basic task quality requirements [10]:

- Maximum task slowdown \( SD_{max} \) is introduce in relation (1), where \( S \) is the execution start time of task \( j \), \( r_j \) is the time when task \( j \) is available for processing, and \( D_j \) is the completion time of task \( j \) that can be estimated by the client [11].

\[
SD(j) = \frac{(S_j - r_j + D_j)}{D_j} \tag{1}
\]

- Reserving computing resources in advance - in static job scheduling, the client can agree with the cloud provider to provide the service for a specific time, this will allow the cloud provider to prepare the required resources in advance before starting the required service [12].

- Last possible time \( T_j^S \) to execute task \( j \) you can see in relation (2).

\[
T_j^S = r_j + D_j(\text{SD}_{max} - 1) \tag{2}
\]

Where \( r_j \) is the time when job \( j \) will be available for processing, \( D_j \) is the completion time of job \( j \) that is estimated by the client, and \( SD_{max} \) is the maximum slowdown of job \( j \) [11].

A. Scheduling Definition

Task scheduling in a computing system is the assignment of processing tasks to resources for a specific time interval so that no two tasks are executed concurrently on the same resource and the capacity of the computing resource is not exceeded. The schedule specifies, for each time instant, the set of tasks to be executed at that instant and the set of resources on which they are to be executed [12], [13], [14].

The process of scheduling tasks in a computing system consists of:

- virtual machine (VM) creation on physical machines (PMs) - determine the method that determines whether VMs will run on physical machines continuously or intermittently,
- allocating compute tasks to virtual machines - determining the method that determines whether tasks are processed on virtual machines as a single unit or in parts. Two basic task scheduling models, referred to as the time shared (Ts) and space shared (Ss) models [15], are implemented in the CloudSim simulator. Both basic scheduling models can be used for mapping virtual machines to physical machines and for allocating computation tasks to virtual machines.

1) A model for scheduling virtual machine runs on physical machines:

The time shared scheduling model from the perspective of creating virtual machines on physical machines is based on the principle of running virtual machines on physical machines continuously without interruptions. The time shared model works in the same way as non-preemptive process scheduling. When using the space shared scheduling model, the running of virtual machines can be intermittent. For example, at a certain point in time, VM1 runs on a certain physical machine, then VM2, then VM1 again, and so on. The time shared scheduling model, for allocating VMs to physical machines, can be extended with oversubscription (To) - allowing the creation of VMs with more CPU capacity than is available on the physical machines.

2) A model for scheduling computation tasks on virtual machines

The time-shared scheduling model in terms of allocating computation tasks to virtual machines is implemented in such a way that the processing of tasks is not divided into parts, but the tasks are processed as a single unit. In the case of using the space shared scheduling model, the tasks are divided into multiple parts. Subsequently, the given tasks are also processed in parts (multitasking) [1].

B. Combined Models of Task Scheduling

There are 6 possible combinations of the above scheduling models. We always list the combinations in order, first for scheduling tasks on VMs and then for scheduling virtual machines on physical machines. Therefore, we denote the specified combinations by:

- TsTs - time shared task scheduling model on VMs and time shared VM scheduling model on PMs.
TsSs - time shared task scheduling model on VMs and space shared VM scheduling model on PMs.
SsTs - space shared task scheduling model on VMs and time shared VM scheduling model on PMs.
TsTo - time shared task scheduling model on VMs and time shared oversubscription scheduling model on PMs.
SsTo - space shared task scheduling model on VMs and time shared oversubscription scheduling model on PMs.
SsSs - space shared task scheduling model on VMs and space shared VM scheduling model on PMs.

We do not show the combined TsTo, SsTo scheduling models below, as they are the same TsTs and SsTs with oversubscription reasoning.

(1) Combined scheduling model time shared for tasks and VMs

The TsTs scheduling model, applied to tasks and virtual machines, is shown in Fig. 1. This combined scheduling model is suitable when we have sufficient computational capacity. Therefore, both tasks and multiple virtual machines can run concurrently. Neither tasks nor virtual machines are switched. It is possible to have multiple identical virtual machines running on different physical machines.

Fig. 1. Combined model time shared – time shared (TsTs)

(2) Combined scheduling model time shared for tasks and space shared for VMs

Fig. 2 shows the scheduling model of TsSs. The time shared scheduling model means that tasks run continuously without interruptions. Individual tasks can be processed simultaneously. The space shared model is used to allocate virtual machines, so virtual machines cannot run concurrently. Each virtual machine can only process its tasks after the previous machine has finished processing all tasks.

Fig. 2. Combined model time shared – space shared (TsSs)

(3) Combined scheduling model space shared for tasks and time shared for VMs

Fig. 3 shows the scheduling model of SsTs. Space shared task scheduling means that task processing is divided into multiple parts. Hence, the tasks on a VM are processed sequentially in parts and not all at the same time. VMs are allocated in a time shared manner, which makes VMs work concurrently.

Fig. 3. Combined model space shared – time shared (SsTs)

(4) Combined space shared for tasks and VMs scheduling model

In Fig. 4, we see the SsSs type scheduling model. Space shared task scheduling means that tasks are divided into multiple parts that are processed sequentially. Space shared scheduling model is also used for virtual machines, so VMs cannot run concurrently but run sequentially. For example, VM1 must process all its tasks first and then the other VMs.

Fig. 4. Combined model space shared – space shared (SsSs)

(5) Main differences between the combined scheduling models

Based on our knowledge of the behavior of the different task scheduling models, we can conclude that the combined models starting at Ss consume significantly more overhead time to switch tasks to VMs compared to Ts. If the computing system has enough computational capacity to solve the tasks while the task computation quality requirements are met, then of course the time sharing combined model (starting at Ts) runs preferentially in the system. If the set of tasks to be processed has requirements on the computing system that cannot be met, then the space sharing combined task scheduling model (starting with Ss) must be used. The behavior of the computing system with Ss-based scheduling needs to be analyzed. Therefore, we have designed and performed experiments to decide which combined task scheduling model to choose for which type of computing system workload.
The workload is composed of datasets with complex tasks with specific requirements. The datasets are scaled, i.e., they contain increasing numbers of computational tasks.

IV. CLOUD SYSTEM MODELLING

We have created a set of computational resources and a set of computational tasks in CloudSim simulator to meet the research objectives, which are:

- Perform a thorough analysis and comparison of the combined scheduling models used in the CloudSim simulator.
- Set up experiments to compare the behavior of the system using different scheduling models.
- Investigate how the simulation runtime in CloudSim is affected when using different combined scheduling models. We are also interested in how the simulation run changes when we use different task datasets.

A. Modelling of computational resources

Datacenters in the CloudSim simulator represent geographically separated locations. Each datacenter contains a certain number of physical machines (Hosts). Each Host contains a certain number of physical computing elements (PEs). PEs represent the computational cores of the physical machines and are defined by their performance in MIPS. Hosts have defined RAM, storage, and bandwidth.

In the simulator, we first created 2 cloud computing datacenters, see Table I.

<table>
<thead>
<tr>
<th>Host type</th>
<th>Datacenter_0</th>
<th>Datacenter_1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Num of hosts</td>
<td>5</td>
<td>10</td>
</tr>
<tr>
<td>RAM</td>
<td>70 440 MB</td>
<td>70 440 MB</td>
</tr>
<tr>
<td>MIPS</td>
<td>200 000</td>
<td>200 000</td>
</tr>
<tr>
<td>Bandwidth</td>
<td>200 GB/s</td>
<td>200 GB/s</td>
</tr>
<tr>
<td>Storage</td>
<td>1000 GB</td>
<td>1000 GB</td>
</tr>
</tbody>
</table>

We designed the datacenters to have enough power to create 100 virtual machines with multiple processors. All physical machines that are located in datacenters run on x86 system architecture with Linux operating system. Cloud computing usually runs on virtual machines. Therefore, based on the specified computing infrastructure, we created 4 types of virtual machines using a simulated Xen hypervisor. A total of 100 virtual machines with 25 machines of each type.

<table>
<thead>
<tr>
<th>VM type</th>
<th>VM_0</th>
<th>VM_1</th>
<th>VM_2</th>
<th>VM_3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Num of cores</td>
<td>7</td>
<td>6</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>RAM</td>
<td>512 MB</td>
<td>1024 MB</td>
<td>2048 MB</td>
<td>4096 MB</td>
</tr>
<tr>
<td>MIPS</td>
<td>1000</td>
<td>1200</td>
<td>1400</td>
<td>1600</td>
</tr>
<tr>
<td>Bandwidth</td>
<td>1000</td>
<td>1200</td>
<td>1400</td>
<td>1600</td>
</tr>
</tbody>
</table>

Our goal is to model a heterogeneous cloud system, so we designed four types of virtual machines. We specified the parameters of the virtual machines so that the cloud system contains virtual machines with different performance, see Table II.

The designed virtual machines have a minimum of 4 computational cores to be able to process each of the four types of tasks, see Table III.

B. Modelling computational tasks

We designed and created sets of computational tasks. The tasks are referred to as cloudlets in the CloudSim simulator. We then created three types of datasets that contain different types of tasks.

For each dataset type, we designed 10 different sets of computational tasks (30 scaled datasets in total). Each dataset contains a different number of tasks. The number of tasks in each dataset increases from 500 to 15000 tasks as follows: 500, 750, 1000, 2000, 3000, 4000, 5000, 7500, 10000 and 15000 tasks.

A comparison of the sum of task lengths across all 30 scaled datasets is shown in Table V.

Each dataset contains 4 types of computational tasks (see Table III). The different types of tasks are specified:

- size (task length in millions of instructions, MI),
- the size of the program and input data files in MB,
- the size of the output result file in MB,
- the number of computational cores that the task requires for its processing.

Parallel tasks require more than 1 compute core. Task_0 requires 4 compute cores, Task_1 requires 3 compute cores, and Task_3 requires 2 compute cores. Task type Task_2 is not parallel, it requires one compute core.

An example of a task specification in the simulator is for example as follows:

Task type 0, ID 10, Task Length 13353, Task FileSize 196, Task OutputSize = 184, Num. of CPU = 4.

Using the proposed method, we created 3 datasets of 10 task sets each, and the distribution of task types in each dataset is shown in Table IV. For example, the dataset__type_3 contains 70% of the tasks of type Task_0, 10% of the tasks of type Task_1, 10% of the tasks of type Task_2, and 10% of the tasks of type Task_3.

<table>
<thead>
<tr>
<th>Task</th>
<th>Task_0</th>
<th>Task_1</th>
<th>Task_2</th>
<th>Task_3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>25%</td>
<td>25%</td>
<td>25%</td>
<td>25%</td>
</tr>
<tr>
<td></td>
<td>10%</td>
<td>10%</td>
<td>70%</td>
<td>10%</td>
</tr>
<tr>
<td></td>
<td>70%</td>
<td>10%</td>
<td>10%</td>
<td>10%</td>
</tr>
</tbody>
</table>
V. EXPERIMENTS - BEHAVIOR MODELS OF CLOUD TASK SCHEDULING ON THE BASE OF VIRTUAL MACHINES

This part of the paper consists of three experiments, labeled as 1 to 3. In each experiment, we used 10 datasets of tasks of the same type (see Table IV). The dataset sizes are listed in Table V. The different datasets represent scaled system workloads with tasks of different computational requirements. We modeled a computing environment that contains 2 datacenters, specified in Table I and Table II, in the CloudSim simulator.

The objective of the experiments is Comparative Analysis of Combined Models Cloud Task Scheduling on the basis of virtual machines. Therefore, we sequentially made runs of the simulations by using 6 different combined scheduling models for each run: TsTs, TsSs, TsTo, SsTs, SsTo, SsSs. The behavior of a differently loaded system with different combined scheduling models is the subject of our investigation. We are concerned with the analysis of the system using combined models that start with Ts versus Ss for scheduling tasks to VMs. In all simulations, the First Come First Served (FCFS) scheduling algorithm is used for allocating tasks to VMs, thus guaranteeing scheduling consistency between experiments.

For each experiment, we ran each simulation with 10 datasets 50 times, each time with a different randomly shuffled task dataset. This caused the tasks to always be scheduled on different VMs. We ran the simulations for 10 different scaled datasets by 50 iterations with different VMs. Given that we repeated all simulations for 6 types of combined scheduling models, we ran a total of 3000 simulations.

A. Experiment 1 with dataset_type_1

In Experiment 1, we used dataset_type_1, which contains 25% of each type of considered tasks, whose parameters are depicted in Table III.

B. Experiment 2 with dataset_type_2

In Experiment 2, we used dataset_type_2, which contains 70% of the tasks that require 1 computational core for their processing. The goal of this experiment is to investigate the processing time values of the tasks and compare them with experiment 1.

In Fig 5 we can see that when using the task scheduling model on the Ts virtual machines, the simulation times are significantly lower than when using the Ss scheduling model as we expected. The larger the number of tasks the more appropriate it is to use task scheduling on Ts virtual machines. To model the behavior of this system with a workload of 15,000 tasks, we measured simulation times ranging from 2748.53 sec. for the Ss combined models to 3102.45 sec. and for Ts combined model’s times in the interval from 1584.74 sec. to 1692.82 sec.

In this experiment, we compare the simulation times involved in scheduling tasks on virtual machines. This is the group of combined models that start at Ts compared with the group of combined models Ss.

In Fig 5 we can see that when using the task scheduling model on the Ts virtual machines, the simulation times are significantly lower than when using the Ss scheduling model as we expected. The larger the number of tasks the more appropriate it is to use task scheduling on Ts virtual machines. To model the behavior of this system with a workload of 15,000 tasks, we measured simulation times ranging from 2748.53 sec. for the Ss combined models to 3102.45 sec. and for Ts combined model’s times in the interval from 1584.74 sec. to 1692.82 sec.

B. Experiment 2 with dataset_type_2

In Experiment 2, we used dataset_type_2, which contains 70% of the tasks that require 1 computational core for their processing. The goal of this experiment is to investigate the processing time values of the tasks and compare them with experiment 1.

Fig 6 shows a comparison of simulation times for six different scheduling models. We can see that the task scheduling model on VMs of type Ss causes the simulation times to be significantly higher than when using the Ts scheduling model. It can be seen that when using the tasks from dataset_type_2 and the task scheduling model on VMs of type Ss, the measured values of the times are significantly more dispersed than for the tasks in dataset_type_1. The minimum values of the simulation times for Ss are almost close to the values of the times for Ts. See Table VI.

<table>
<thead>
<tr>
<th>Num. of tasks</th>
<th>Min. simulation time (s)</th>
<th>Max. simulation time (s)</th>
<th>Difference max. – min. (s)</th>
<th>Time increase in %</th>
</tr>
</thead>
<tbody>
<tr>
<td>7500</td>
<td>1100.45</td>
<td>1730.84</td>
<td>630.39</td>
<td>58.8</td>
</tr>
<tr>
<td>10000</td>
<td>1400.55</td>
<td>2300.25</td>
<td>899.7</td>
<td>64.2</td>
</tr>
<tr>
<td>15000</td>
<td>1800.10</td>
<td>3288.12</td>
<td>1488.02</td>
<td>82.6</td>
</tr>
</tbody>
</table>

In the analysis, we focused on examining the variance of the values. There was a significant difference between the simulation times for the number of tasks of 7,500, 10,000 and 15,000. For the number of 7,500 tasks, the difference in values between the minimum and maximum simulation time was 650.39 s (58.8%), for 10,000 tasks it was 899.7 s (64.2%) and for 15,000 tasks it was 1488.02 s (82.6%). Hence, if a combined scheduling model starting at Ss (Ss scheduling tasks on VMs)
is to be used, then the completion time of the last task should be minimized using an optimization algorithm.

**C. Experiment 3 with dataset_type_3**

In Experiment 3, we used dataset_type_3, which contains 70% of the tasks that require 4 computational cores for their processing. The parameters of all task types are depicted in Table III.

The purpose of this experiment is to investigate the values of task processing times (simulation times) and compare them with Experiment 1.1 and Experiment 1.2. The comparison of simulation times for six different scheduling models is shown in Fig 7. Again, we are interested in the behavior of the system using the Ss model.

In Fig. 7, we can see that using dataset_type_3 and a scheduling model that starts at Ss, for a dataset with a task count of 15000, we observed simulation times ranging from 2048.98 sec. to 2453.84 sec. The maximum values of simulation times in Experiments 1.1 and 1.2 were 3102.45 sec. and 3288.12 sec.

In experiment 1.3, the maximum simulation time is 2453.84 sec. and it is the lowest time among all the experiments. Also, the variance of the measured time values is not as large as that of experiment 1.2. For the combined scheduling model starting at Ts, we measured simulation times ranging from 1480.74 sec to 1625.75 sec. These values are slightly higher than those of experiment 1.2. We can conclude that for a system workload with tasks, 70% of which require 4 compute cores, it is appropriate to use the Ss model of scheduling the tasks on VMs.

![Fig. 7. Comparison of task processing time for dataset_type_3](image)

**VI. BEHAVIORAL ANALYSIS OF COMBINED MODELS OF CLOUD TASK SCHEDULING**

In this section, we performed the analysis of the combined scheduling models using all the prepared datasets. We used the results of previous experiments for the analysis. We focused on comparing the minimum simulation times because the minimum simulation times represent the optimized task schedules. The goal of the given analysis was to investigate how the simulation runtime in CloudSim is affected when using different combined scheduling models, and how the simulation runtime changes if we use different task datasets.

**A. Analysis of combined Ts and Ss task scheduling models**

We analyze the minimum simulation times for the combined TsTs and SsSs scheduling models and investigate the system behavior using all 30 datasets. In total, there are 60 values. See Fig 8.

![Fig. 8. Comparison of simulation times for different numbers of tasks from three different datasets](image)

In Fig. 8, we can see that using each of the 30 datasets, the minimum simulation time is always higher for the SsSs combination than for the TsTs combination. For the combined SsSs model, it is most appropriate to use a workload where 70% of the tasks have requirements for 4 computational cores for their processing defined in Type 3 datasets. The simulation time is higher when using Type 2 datasets and highest when using Type 1 datasets.

<table>
<thead>
<tr>
<th>Number of tasks</th>
<th>Dataset_type_1</th>
<th>Dataset_type_2</th>
<th>Dataset_type_3</th>
</tr>
</thead>
<tbody>
<tr>
<td>500</td>
<td>93.83</td>
<td>2778.9</td>
<td>84.3</td>
</tr>
<tr>
<td>15000</td>
<td>2516.6</td>
<td>67.1</td>
<td>2075.9</td>
</tr>
</tbody>
</table>

In Table VII, we can know that using the combined SsSs model for dataset 1 with the number of tasks 500, we measured a minimum time of 93.83 sec. For the same dataset, using the combined TsTs algorithm, we measured a minimum time of 66.20 sec, which is an improvement of less than 30%. When using the combined SsSs model for dataset 1 with 15000 tasks, we measured a minimum time of 2778.91 sec. For the same dataset, using the combined TsTs algorithm, we measured a minimum time of 1585.51 sec, an improvement of almost 43%. Using the combined SsSs model for dataset 2 with a task count of 500, we measured a minimum time of 79.62 sec. For the same dataset, using the combined TsTs algorithm, we measured a minimum time of 56.04 sec, an improvement of less than 30%. However, when using the combined SsSs model for dataset 2 with a task count of 15000, we measured a minimum time of 2516.66 sec. For the same dataset, using the combined TsTs algorithm, we measured a minimum time of 1171.17 sec, an improvement of almost 54%.

Using the combined SsSs model for dataset 3 with a task count of 500, we measured a minimum time of 84.39 sec. For the same dataset, using the combined TsTs algorithm, we measured a minimum time of 67.15 sec, an improvement of less than 21%. However, when using the combined SsSs model for dataset 3 with a task count of 15000, we measured a minimum time of 2075.98 sec. For the same dataset, using the combined TsTs algorithm, we measured a minimum time of 1502.20 sec, an improvement of almost 28%.
Based on the experiments, we can conclude that the use of the combined TsTs model is preferable to the SsSs model (it has a shorter completion time for the last task) for all types of workloads. The reduction in the last task completion time depends on the task composition of the dataset and also the number of tasks. In our case, we observed the smallest reduction depends on the task composition of the dataset and also the number of tasks. We measured a larger reduction in minimum simulation time for dataset 3, namely 30% for 500 tasks and 43% for 15000 tasks. The largest improvement in minimum simulation time was observed for dataset 2, namely 30% for 500 tasks and 54% for 15000 tasks. This suggests that the combined scheduling model of TsTs is best suited to dataset 2, which contains 70% of the tasks that require only 1 core for their processing.

B. Analysis of combined scheduling models using tasks in type 1 datasets

We analyze the minimum simulation times using 10 different scaled type-1 datasets and all 6 combined task scheduling models. We analyze 60 minimum simulation times.

Using the combined SsTs model for dataset 1 with a task count of 10000, we measured a minimum time of 1909.09 sec. For the same dataset, using the combined TsSs algorithm, we measured a minimum time of 1063.31 sec, an improvement of less than 44%. Using the combined SsTs model for dataset 1 with 15000 tasks, we measured a minimum time of 2813.60 sec. For the same dataset, using the combined TsSs algorithm, we measured a minimum time of 1583.35 sec, an improvement of almost 44%.

C. Analysis of combined scheduling models using tasks in type 2 datasets

We analyze the minimum simulation times using 10 different scaled type-2 datasets (70% of the tasks that require 1 computational core for their processing) and all 6 combined task scheduling models. We analyze 60 minimum simulation times. Fig 10. shows a comparison of the minimum simulation times for the six different combined scheduling models.

All the simulation run times of the tasks that we schedule based on Ts are very similar and overlap. However, the simulation run times of tasks where tasks are allocated using Ss only overlap when the number of tasks range from 500 to 5000. Where the number of tasks to be processed was greater than or equal to 7500, so are the values of the lowest simulation times for different combinations, see Fig. 10.

### TABLE IX COMPARISON OF MIN TASK PROCESSING TIMES FOR DATASET_TYPE_2 USING THE COMBINED TSsS AND SsTS MODELS

<table>
<thead>
<tr>
<th>Number of tasks</th>
<th>500</th>
<th>2000</th>
<th>5000</th>
<th>7500</th>
<th>10000</th>
<th>15000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Min time SsTs (s)</td>
<td>75.44</td>
<td>271.6</td>
<td>630.6</td>
<td>1071.3</td>
<td>1635.6</td>
<td>3016.4</td>
</tr>
<tr>
<td>Min time TsSs (s)</td>
<td>54.32</td>
<td>163.9</td>
<td>407.7</td>
<td>596.33</td>
<td>790.67</td>
<td>1155.3</td>
</tr>
<tr>
<td>Enhancement</td>
<td>28%</td>
<td>38%</td>
<td>35%</td>
<td>44%</td>
<td>52%</td>
<td>62%</td>
</tr>
</tbody>
</table>

In Table IX, you can know that using the combined SsTs model for dataset 2 with a number of tasks of 500, we measured a minimum time of 75.44 sec. For the same dataset, when using the combined TsSs algorithm, we measured a minimum time of 54.32 sec, an improvement of less than 28%. Using the combined SsTs model for dataset 2 with a task count of 2000, we measured a minimum time of 271.67 sec. For the same dataset, using the combined TsSs algorithm, we measured a minimum time of 167.97 sec, an improvement of almost 38%.

In Table VIII The values of the minimum run times of the tasks that when using the combined models SsTs and TsSs for dataset 1 are shown.
Using the combined SsTs model for dataset 2 with a task count of 5000, we measured a minimum time of 630.60 sec. For the same dataset, using the combined TsSs algorithm, we measured a minimum time of 407.71 sec, an improvement of less than 35%. Using the combined SsTs model for dataset 2 with a task count of 7500, we measured a minimum time of 1071.33 sec. For the same dataset, using the combined TsSs algorithm, we measured a minimum time of 596.33 sec, an improvement of almost 44%.

Using the combined SsTs model for dataset 2 with a task count of 10000, we measured a minimum time of 1635.63 sec. For the same dataset, using the combined TsSs algorithm, we measured a minimum time of 790.67 sec, an improvement of less than 52%. When using the combined SsTs model for dataset 2 with a task count of 15000, we measured a minimum time of 3016.41 sec. For the same dataset, using the combined TsSs algorithm, we measured a minimum time of 1155.37 sec, an improvement of almost 62%.

D. Analysis of combined scheduling models using tasks in type 3 datasets

We analyze the minimum simulation times using 10 different scaled datasets of type 3 and all 6 combined task scheduling models. We analyze 60 minimum simulation times. Fig 11. shows a comparison of the minimum simulation times for the six different combined scheduling models.

In Fig. 11 we can see that we again only get two resulting trajectories of simulation times, such that three of the six combined scheduling models overlap each time. The first waveform of the task run times is when using the Ss based combined models. The second is the waveform of task run times when using the Ts-based combined models.

Thus, as we expected we see that the simulation times for the combined scheduling models where the scheduling model Ts is used for the tasks are always lower than the simulation times for the combined scheduling models in which the tasks are allocated through the scheduling model Ss.

We can see that the smallest difference between the simulation times when combined scheduling models are used, where tasks are allocated via a time shared or space shared scheduling model, is when dataset 3 is used, which contains 70% of the tasks that require 4 cores for their processing.

In Table X. The values of the minimum run times of the tasks that when using the combined models SsTs and TsSs for dataset 3 are shown.

Using the combined SsTs model for dataset 3 with a task count of 10000, we measured a minimum time of 1363.19 sec. For the same dataset, using the combined TsSs algorithm, we measured a minimum time of 1003.09 sec, an improvement of less than 26%. When using the combined SsTs model for dataset 3 with a task count of 15000, we measured a minimum time of 2044.31 sec. For the same dataset, using the combined TsSs algorithm, we measured a minimum time of 1488.89 sec, an improvement of almost 27%.

E. Evaluation of the analysis of combined scheduling models

We used the results of previous experiments for the analysis. We focused on minimum simulation times using all prepared datasets. The minimum simulation times represent the optimized task schedules. The optimized task schedules showed interesting analysis results. Comparing the combinations of TsTs and SsSs used. For the optimized combination model of SsSs, it is most appropriate to use tasks in datasets of type 3 and for the optimized combination model of TsTs, it is most appropriate to use tasks in datasets of type 2. Interestingly, for the optimized models starting with Ts or Ss, they behave the same for datasets of type 1 and 3. We can conclude that as long as the sets of computational tasks have all requirements satisfied, it is necessary to use scheduling models starting at Ts.

VII. CONCLUSION

A quality cloud system must respect the requirements of the tasks. It is essential that the system provides the tasks with sufficient computing resource capacity, especially CPU computing time. The requirements of many tasks collide in the system and need to be optimally scheduled. Quality scheduling of tasks will be reflected in maximum throughput, minimum waiting time for individual tasks, minimum completion time for the last task (e.g. in batch processing) and adherence to task requirements. Ensuring the above quality criteria will ultimately result in minimizing the power consumption of the computing system.

Understanding the behavior of a computing system is a prerequisite for achieving high system performance. Therefore, in this paper, we have studied in detail the behavior of the computing system, in a simulated CloudSim environment. We created a simulated cloud system and 30 scaled task load sets that represented different workloads of the system. The number of tasks in these sets grew from 500 to 15,000 tasks. The tasks had requirements that specified the number of computational cores.

<table>
<thead>
<tr>
<th>Number of tasks</th>
<th>500</th>
<th>2000</th>
<th>5000</th>
<th>7500</th>
<th>10000</th>
<th>15000</th>
</tr>
</thead>
<tbody>
<tr>
<td>SsTs (s)</td>
<td>87.02</td>
<td>292.5</td>
<td>713.6</td>
<td>1034.3</td>
<td>1363.1</td>
<td>2044.3</td>
</tr>
<tr>
<td>TsSs (s)</td>
<td>66.71</td>
<td>207.9</td>
<td>505.9</td>
<td>751.77</td>
<td>1003.0</td>
<td>1488.8</td>
</tr>
<tr>
<td>Enhancement</td>
<td>23 %</td>
<td>28 %</td>
<td>29 %</td>
<td>27 %</td>
<td>26 %</td>
<td>27 %</td>
</tr>
</tbody>
</table>

Fig. 11. Comparison of simulation times for different numbers of tasks from dataset_type_3
CloudSim supports 6 different combinations of scheduling models, which can be classified into 2 basic groups of time sharing and space sharing, depending on how compute tasks are allocated to virtual machines.

Based on our knowledge of the behavior of the different task scheduling models, we can conclude that the combined models starting at Ss consume significantly more overhead time to switch tasks to VMs compared to Ts. If the computing system has enough computational capacity to solve the tasks while the task computation quality requirements are met, then of course the time sharing combined model (starting at Ts) runs preferentially in the system. If the set of tasks to be processed has requirements on the computing system that cannot be met, then the space sharing combined task scheduling model (starting with Ss) must be used. The behavior of the computing system with Ss-based tasks scheduling needs to be analyzed in more details.

Therefore, we designed and performed experiments to decide which combined task scheduling model to choose for which type of computing system workload. In total, we did 9000 simulations.

We analyzed the results of each experiment and then compared the behavior of the system using each scheduling combination.

We then analyzed the behavior of the system in achieving the best task completion times. The minimum time represents the best schedule.

As we expected, the Ts combined task scheduling model on VMs has a shorter completion time than Ss for the last task for all types of workloads. If we consider a dataset with 15000 tasks, then using the Ts model will reduce the completion time of the last task by 43% when using a dataset of type 1 tasks, by 54% when using a dataset of type 2 tasks, and by 28% when using a dataset of type 3 tasks, compared to the Ss model.

If the task requests are so taxing on the system that it is not feasible to schedule tasks with the Ts model, then it is most appropriate to use the combined SsTs model and compose the task dataset with requests from 70% of the tasks with 4 cores and 10% each of the tasks with 1, 2, and 3 cores.

Based on the experiments, we can conclude that the use of the combined TsTs model is preferable to the SsSs model (it has a shorter completion time for the last task) for all types of workloads. The reduction in the last task completion time depends on the task composition of the dataset and the number of tasks. In our case, we observed the smallest reduction in minimum simulation time for dataset 3, namely 21% for 500 tasks and 28% for 15000 tasks. We measured a larger reduction in minimum simulation time for dataset 1, namely 30% for 500 tasks and 43% for 15000 tasks. The largest improvement in minimum simulation time was observed for dataset 2, namely 30% for 500 tasks and 54% for 15000 tasks. This suggests that the combined scheduling model of TsTs is best suited to dataset 2, which contains 70% of the tasks that require only 1 core for their processing. Which inspires us to extend the automatic scheduling model based on big data analysis [16], [17], [18].

We used the results of previous experiments for the analysis. We focused on minimum simulation times using all prepared datasets. The minimum simulation times represent the optimized task schedules. The optimized task schedules showed interesting analysis results. Comparing the combinations of TsTs and SsSs used. For the optimized combination model of SsSs, it is most appropriate to use tasks in datasets of type 3 and for the optimized combination model of TsTs, it is most appropriate to use tasks in datasets of type 2. Interestingly, for the optimized models starting with Ts or Ss, they behave the same for datasets of type 1 and 3. We can conclude that as long as the sets of computational tasks have all requirements satisfied, it is necessary to use scheduling models starting at Ts.
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