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Abstract—Objects tracking system is a research field of great importance. The two main reasons for this: 1 - Attempting to replace humans with robots or automatic systems in every field wherever possible. 2 - The accuracy, effectiveness and speed of those systems compared to human performance. In this research we propose a new approach for tracking objects and predicting the future trajectory of these objects. The main idea is to observe the object for about 15 seconds, this gives us part of the moving pattern, then “Dynamic Regressor Extension and Mixing (DREM)” algorithm is used to estimate the main frequencies involved in the detected movement pattern. The estimated frequencies are used to predict the future trajectory of the object. The accuracy of this method was tested using 5DOF arm robot, which try to grip the object at each moment of its future trajectory. This research performed on a virtual object designed in “vredit” in MATLAB. The object moves on an LCD screen. The results were represented as the difference between the predicted trajectory and the real future trajectory. Results show that tracking error of a ball moves on the screen for different moving pattern is less than 1cm, where the screen stands 500mm far from arm base.

I. INTRODUCTION

Tracking moving objects is an extensively wide area for scientific research nowadays. Tracking is used in video surveillance, human-computer interaction, Assembly lines, and robot navigation ...etc. Tracking also could be a part of some researches, for example tracking cars on long period of time, then analyzing their trajectories to find the main reasons for cars accidents, then try to eliminate that reason in an efficient way. On one hand, there are so many developed and fast performing algorithms for tracking moving objects like [3], [11], [12]. On the other hand, there are not that much researches about predicting the future trajectory of moving objects like [4], [13], [14].

Tracking systems vary in complexity and principle they use. [2] describes a vision system to detect moving objects on a conveyor belt. stationary camera is used here, detection task is solved by subtraction of two consecutive frames. the speed is measured by dividing the passed distance on the time needed to pass it. [1] developed a detection/tracking system to be used on unmanned aircrafts. His mathematical model assumes that any acquired frame is a convolution between object image and background image. The tracking task is then performed based on trajectory graph without any initial information about the tracked objects. Both [1] and [2] don't deal with future trajectory of the tracked objects.

[5] represents a novel location prediction model based on grey theory. The negative side of such an approach is it could predict the future position for maximum five seconds after the last frame was taken. [6] carries out a study on predicting the future trajectory of people based of their past trajectory. LSTM-based model was introduced (Long Short Term Memory). This model can meet across multiple individuals to predict human paths in a scene. it also takes in consideration that people may change their motion based on the behavior of other people around them. Person may stop for a sec, or wait to accommodate a group of people towards him. [7] carries out a study on predicting future trajectory of cars for some seconds in advance. The goal of this research is to help driver assistance systems in avoiding accidents as much as possible. Chebyshev decomposition is used and the coefficients of the obtained polynomial are used as input to the probabilistic model which is used to predict future trajectory.

[8] represents a useful use of the so-called dynamic regressor extension and mixing (DREM) to track a multi-sinusoidal signal. He considers LTI system with delayed input of the form:

\[
\begin{align*}
\dot{x}(t) &= Ax(t) + Bu(t-h) \\
y(t) &= Cx(t) \\
e(t) &= g(t) - y(t)
\end{align*}
\]

The problem statement is to find a control law such that the error \( e(t) \) goes to zero. Given that the reference signal \( g(t) \) is a combination of biased sinusoidal signals with different frequencies.

Most vision systems in tracking tasks uses camera calibration techniques to extract the real 3D coordinate of the objects with respect to camera coordinate system. The most popular closed form model for camera calibration was developed by [10]. It only requires the camera to observe a calibration pattern in different orientations (at least two). This model was improved by [9] which proposed to perform calibration using an LCD screen and a software that modifies
calibration pattern size to optimize the estimation of camera parameters.

The paper is organized as follows. Part 2 describes the studied problem and the new approach for tracking. Part 3 clarifies the main part. It is divided into multiple sections; A: system hardware. B: how the implemented system functions. C: mathematical model of DREM, which is used as frequency estimator. D: the conversion between screen and youBot coordinate systems. E: forward/inverse kinematic of youBot. F: real tracking experiments to test the new approach. Finally, a conclusion and ideas for future work.

II. PROBLEM STATEMENT

Given an object that moves with a periodic pattern of the form:

$$g(t) = \sum_{i=1}^{n} a_i \sin(\omega_i t)$$

can we predict the future trajectory of that object if it was available for observation for about 15 seconds with vision sensor?

The main idea of the proposed solution/approach is based on the theorem formulated by the French mathematician Joseph Fourier, "any periodic function, no matter how trivial or complex, can be expressed in terms of converging series of combinations of sines and/or cosines", known as Fourier series.

Taking advantage of Fourier theorem, problem statement could be formulated as: Can we estimate the frequencies involved in the detected movement pattern and use that estimation to predict the future trajectory?

III. MAIN PART

1) Description of the implemented system

Since it is quite difficult to have a real object in the laboratory that moves with moving patterns combined of multiple periodic signals like the ones shown in Fig. 1, we decided to create that object in Simulink. Virtual Reality Editor in MATLAB was used to create the object. From now on the tracked object is called the Target. Target is a white ball moves on an LCD screen. The vision sensor is a web camera “Logitech c170”.

The accuracy and efficiency of the implemented system is being tested by forcing the end effector of a manipulator to be in as small as possible distance from the target as if it is going to grip the target at each moment of the trajectory. The used manipulator is “KUKA youBot manipulator”. The camera is attached to the last link of the manipulator (see Fig. 2). Distance between youBot and screen is unknown. It is estimated using camera calibration technique.
“enhance()” function. This function prepares the detected pattern to be a good input for DREM. It involves three operations:

- Modifying the signal amplitude.
- Performing interpolation to remove NANs.
- Performing another interpolation to add extra mid-points to the pattern.

“DREM()” function. This function takes, as an input, the enhanced pattern, and return the estimated frequencies existed in that pattern.

“tracking()” function. This function calculates (in real time) the Target coordinates on the screen with respect to youBot base coordinate system, then start following it.

3) DREM algorithm

We refer to the pattern detected by the camera as \( \hat{g}(t) \) which is the input signal to DREM. Filter the signal with Hurwitz filter of the form:

\[
\xi(t) = \frac{\lambda^{2l}}{(p + \lambda)^{2l}} \hat{g}(t)
\]

(2)

Where \((p + \lambda)^{2l}\) is a Hurwitz polynomial, \(p = d/dt\) is the differentiation operator, \(l\) is the number of frequencies existed in the input signal. Next, construct the following linear regression model:

\[
\xi^{(2l)}(t) = \nu^T(t) \theta + \varepsilon(t)
\]

(3)

Where \(\varepsilon(t)\) is an exponentially decaying term. The regressor is composed of consecutive derivatives of the filter:

\[
\nu^T(t) = [\xi^{(2l-1)}(t) \ \cdots \ \xi^{(1)}(t) \ \xi(t)]
\]

(4)

And the estimated vector is written as:

\[
\theta^T = [\bar{b}_1 \ \cdots \ \bar{b}_{l-1} \ \bar{b}_l]
\]

(5)

Elements of \(\theta\) are related with the following system of equations:

\[
\begin{align*}
\bar{b}_1 & = \theta_1 + \theta_2 + \cdots + \theta_l \\
\bar{b}_2 & = -\theta_1 \theta_2 - \theta_3 \theta_2 - \cdots - \theta_{l-1} \theta_l \\
& \vdots \\
\bar{b}_l & = (-1)^{l+1} \theta_1 \theta_2 \cdots \theta_l
\end{align*}
\]

(6)

Where \(\theta_i = -\omega_i^2\) and \(\omega_i\) is the \(i_{th}\) frequency in the input signal. At this point we can estimate frequencies using the well-known “Gradient-based frequency estimator” by the following law:

\[
\hat{\theta}(t) = K_\theta \nu(t) \left[ \xi^{(2l)}(t) - \nu^T(t) \hat{\theta}(t) \right]
\]

(7)

Where \(K_\theta \in [0, 1], K_\theta > 0\). However, Gradient-based estimator is slower than DREM (need more time for estimation).

Choose \(l-1\) distinct delays \((d_i, i \in \{1, 2, \ldots, l-1\})\), then set \(l-1\) filtered signals as follows:

\[
\nu_i(t) = \nu(t-d_i) \quad \xi_i(t) = \xi(t-d_i)
\]

(8)

Using the previous new elements generate two new main vectors as follows:
Where $\mathcal{Y}_s(t) \in \mathbb{R}^{1 \times l}$, $\mathcal{Z}_s(t) \in \mathbb{R}^{1 \times l}$. Define two new variables as follows:

$$\psi_s(t) := \det \left\{ \mathcal{Y}_s(t) \right\}$$

$$\Xi_s(t) := \text{adj} \left\{ \mathcal{Y}_s(t) \right\} \mathcal{Z}_s(t)$$

The previous equations give us a set of $l$ equations:

$$\Xi_s(t) = \psi_s(t) \mathcal{Y}_s(t) \theta : i \in \{1, 2, 3, ..., l\}$$

Thus, estimation law is written as follows:

$$\hat{\theta}(t) = \gamma_i \psi_s(t) \left( \Xi_s(t) - \psi_s(t) \hat{\theta}(t) \right)$$

Where $\gamma_i > 0$.

4) Conversion between screen and youBot coordinate systems

As shown in Fig. 3 we have three coordinate systems; youBot, camera and screen coordinate systems. From now on we will replace “Coordinate System” with CS, and homogeneous transformation with HT. To find the representation of some point on the screen in youBot CS, we need to implement a mathematical model that connects those three said CSs. Actually, also we need to estimate HT between youBot end-effector and camera. To build this mathematical model we do the following:

- Find HT between youBot CS and end-effector CS using the forward kinematic model (described in details in subsection E).
- Estimate HT between camera and youBot end effector. The estimation is performed with the help of method and software introduced by “Visual Servoing Platform” (see [15] for details).
- Estimate HT between camera and screen CSs. Camera calibrator in MATLAB offer a helpful not that accurate estimation of that HT (sometimes error in translation vector estimation go up to 7 cm). Each estimation of HT corresponds to a different configuration of youBot while taking frames for calibration. An example of one experiment estimation is shown in Fig. 5.

Fig. 5. camera and screen locations representation with respect to each other’s

The estimation offered by camera calibrator could be improved and made more accurate. We have for each youBot configuration:

$$R_{\text{camera-screen}} \quad T_{\text{camera-screen}} \quad T_{\text{youBot base-screen}}$$

But since screen and youBot base are fixed with respect to each other, the HT between their CS are constant. We mentioned earlier that it is preferred to take 15 frames for calibration. This gives us 15 different estimation of $R_{\text{youBot base-screen}}$ and $T_{\text{youBot base-screen}}$. So a simple improvement could be done by taking the average of those 15 estimations.

5) youBot manipulator forward and kinematic tasks

a. forward kinematic:

To solve the forward kinematic task, we need to assign CS to each joint of youBot as shown in Fig. 6.

Fig. 6. joints coordinate frames in youBot

Where $a_i = 0.033, a_2 = 0.155, a_3 = 0.135, d_1 = 0.147, d_2 = 0.218$ all in meter.
Following Denavit–Hartenberg rules, we fill the following TABLE I.

<table>
<thead>
<tr>
<th>( i )</th>
<th>( a_i )</th>
<th>( \alpha_i )</th>
<th>( d_i )</th>
<th>( \theta_i )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>( a_1 )</td>
<td>(-\pi/2)</td>
<td>( d_1 )</td>
<td>( \theta_1 )</td>
</tr>
<tr>
<td>2</td>
<td>( a_2 )</td>
<td>0</td>
<td>0</td>
<td>( \theta_2 )</td>
</tr>
<tr>
<td>3</td>
<td>( a_3 )</td>
<td>0</td>
<td>0</td>
<td>( \theta_3 )</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>( \pi/2 )</td>
<td>0</td>
<td>( \theta_4 )</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>0</td>
<td>( d_5 )</td>
<td>( \theta_5 )</td>
</tr>
</tbody>
</table>

TABLE I. DENAVIT–HARTENBERG TABLE FOR YOUBOT

Substitute value from TABLE I in equation 16 to find the HT between each consecutive CSs, then by multiplying them we get the HT of forward kinematic.

\[
T_{cs}^{T} = \begin{bmatrix}
    c_{\theta_j} & -s_{\theta_j}  & 0 & a_j c_{\theta_j} \\
    s_{\theta_j} & c_{\theta_j}  & 0 & a_j s_{\theta_j} \\
    0 & 0 & 1 & d_j \\
\end{bmatrix}
\]  

(16)

b. Inverse kinematic:

Here we introduce a new approach to solve the IK task for our system. It is called the IK trapezoidal method. With this approach we avoid every possible singularity. Also we don’t need to know the orientation of the end-effector. The main idea of this approach is: “slope of arm’s fourth link at any time is parallel to the line that connects \( O_1 \) and \( O' \) in Fig. 7.

Fig. 7. a youBot configuration in trapezoidal method

2D representation of Fig. 7 is shown in Fig. 8.

Fig. 8. 2D representation of Fig. 7

Which leads to a solution represented in 17.

\[
q_1 = \tan(y_{obj}/x_{obj})
\]

\[
l_1 = \sqrt{(x_{obj} - a_1 \cos(q_1))^2 + (y_{obj} - a_1 \sin(q_1))^2}
\]

\[
\text{base} = \sqrt{l_1^2 + (z_{obj} - d_1)^2}
\]

\[
\text{ang}_1 = a \cos\left(\frac{z_{obj} - d_1}{\text{base}}\right)
\]

\[
a = \text{base} \cdot b = a_2 \cdot c = a_3 \cdot d = d_5
\]

\[
\text{temp}_1 = (a + b - c + d) \cdot (-a + b + c + d)
\]

\[
\text{temp}_2 = (a - b - c + d) \cdot (a + b - c - d)
\]

\[
h = \sqrt{\text{temp}_1 \cdot \text{temp}_2 / (4(a - c)^2)}
\]

\[
m = \sqrt{b^2 - h^2}
\]

\[
\text{ang}_2 = a \cos\left((b^2 + m^2 - h^2) / (2mb)\right)
\]

\[
q_2 = \text{ang}_1 - \text{ang}_2
\]

\[
q_3 = \text{ang}_2, n = a - m - c
\]

\[
\text{ang}_3 = a \cos\left((d^2 + n^2 - h^2) / (2nd)\right)
\]

\[
q_4 = \text{ang}_3, q_5 = 0
\]

\[
q = [q_1, q_2, q_3, q_4, q_5]
\]

(17)

Where \( x_{obj}, y_{obj}, z_{obj} \) are the 3D coordinate of some point on the screen, \( x_e, y_e \) are x and y of the end-effector origin.

6) Real experiments on the proposed approach

In this section we represent the results of two experiments were carried out in the laboratory. Each experiment relates to different movement pattern as following:

\[
g_1(t) = 2.66(\sin(0.19t) + \sin(1.69t))
\]

\[
g_2(t) = 0.66(\sin(0.19t) + \sin(0.09t) + \sin(0.39t) + 0.2\sin(1.69t))
\]

For each experiment we present four figures (see Fig. 9 and Fig. 10):

- (a) – detected pattern: it is the trajectory through which the object moved. This pattern was detected by the camera.
- (b) – DREM estimation: it is estimation of the frequencies involved in the detected pattern.
- (c) – Real vs Predicted pattern: here two trajectories are represented; the continuous line is the real trajectory generated by the object. The dotted line is the estimated trajectory.
- (d) – Trajectory estimation error: it is the difference between the real and estimated (predicted) trajectories. We are more interested in the part right to the vertical line, cause at that part we needed trajectory estimation.

We chose to represent the error in pixels to make the approach more useful and realistic. For example, for our system of screen and a manipulator the error is less than one centimeter. Cause the real size of one pixel is too small. You can easily apply the same two experiments in different
conditions. For instance, suppose an object moves on the ground and is being observed by a camera at 25 meters high from the ground, then by measuring what is the real counterpart of one pixel on the ground we figure out the error of trajectory estimation.
IV. CONCLUSION

In this research, a new approach to track objects and predict future trajectories has been presented and discussed. The efficiency of this method was tested in the laboratory on a target that moves with periodic moving patterns. The results and tracking errors show that the tracking error is relatively small. This research could be extended by future work (especially in the field of discrete signal processing) and used for tracking objects that move with nonperiodic moving patterns.
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