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Abstract—The paper presents an original multi-layer data model for software solutions to be used in transportation logistics. Based on an analysis of the conceptual model it is proposed to decompose the data into layers. As a basic decomposition approach, it is recommended to consider processing capacity characteristics and performance measures instead of objects and subjects classification typical for human perception. The proposed model allows increasing the efficiency of parallel computing algorithms implementation, specific for Big Data analysis. Two algorithms were proposed based on the method of criteria comparison. The sequential algorithm implements the classical approach to find a path on a graph, while the parallel one uses an approach that makes it possible to increase the efficiency of layer-by-layer task separation, taking into account the capabilities of a computing system for simultaneous parallel calculations. Experimental results prove the necessity to introduce original data structures for parallel processing of this data. The approach is implemented using Apache Spark and Stream API. A study conducted on real data on 21 settlements in the Netherlands showed an advantage in the execution time of the parallel computing algorithm over the usual sequential search of 38%.

I. INTRODUCTION

Automated resource optimization using modern information and intelligent technologies have become an essential service for transportation utilities nowadays. Modern logistics companies introduce new solutions for scheduling, allocation, tracking, and management of transportation resources in order to reduce costs and provide the best service. These solutions are based on the active use of geographic information systems (GIS) and specialized software for data processing and visualization. Most services are accessible online.

The trend is concerned with a new approach to building the whole business of a transportation company on the basis of an IT solution. It becomes the main and integral part of the management system and requires reliable and sustainable access to the data. Such an opportunity allows considerable business expansion but makes it impossible to function independently without the support of information technologies.

Due to the growth of the popularity of IT systems for transportation logistics and extension of the requirements for complexity, efficiency, and performance of the implemented algorithms, modern services need to process large volumes of information. Transportation logistics remains one of the main areas of application of Big Data technologies in practice.

At the same time, the existing data models do not consider this factor. GIS and logistics databases are built according to the relational theory. Information about the roads, routes, signs, and other traffic descriptors as well as the data of orders and transportation instructions, cargo shippers and receivers, drivers, tracks and trailers are put into a solid database. Processing this data takes time and requires optimization.

To solve this problem, we present in this paper a new multi-layer data model. The main idea is to modify the approach to decompose the knowledge of the transportation logistics problem domain. Instead of its division to conceptual groups of objects (like separate data spaces for roads, drivers and customers), it is proposed to introduce data layers optimized from the processing capacity characteristics and performance measures. More details are provided below.

II. MOTIVATION

Modern transportation logistics software generates and processes large volumes of data that are habitually measured by Exabytes. The real transport system is influenced by many factors, such as the traffic intensity of the vehicles, weather conditions, social events, that require consideration in decision-making support. Despite the growing computing capabilities of computers, their processing takes a long time [1].

Big data technologies [2] can help to solve this problem and provide productivity measures values acceptable for constant use. Due to comparatively easy separation of the transportation logistics objects and subjects across the electronic map, the algorithms of parallel computing become suitable for implementation.

Let us consider the process of long-distance delivery of goods as an important problem of the transportation logistics industry that requires Big Data algorithms application. The main task its constant optimization of costs for the efficient movement of goods [3, 4]. It is necessary to plan the movement of trucks, respond in a timely manner to changes in the functioning of the transport system, and optimize resource utilization. The problem of Big Data processing failures in the transport system leads to the inability to process operational information for route planning in an acceptable time [5].

This is specifically trending for transportation logistics online platforms that provide intermediary services for customers, shippers, and carriers. For example, 5 party logistics
(5PL) companies can hold no own transport resources but involve external drivers, tracks and trailers to develop the best consolidations and provide allocation services [6], [7]. For such business, information plays a general role.

The aim of the work is to increase the speed of searching for optimal routes of vehicles when performing long-distance delivery of goods by dividing factors describing the state of the transport system into separate graph structures, which allow taking advantage of computing parallelization.

The simple solution to the problem of optimizing the movement of vehicles is the analysis and enumeration of many options for system states [8]. These algorithms assume that the data structure is small enough to fit in the computer's RAM. However, real-world data during the operation of the transport system grow both in volume and complexity, which leads to multiple iterations when executing exhaustive algorithms. It almost always takes a long time to complete [9]. The operational calculation also takes a long time, thereby leading to risks and increasing the cost of decisions [10]. Maintaining dedicated servers for calculating the optimal traffic becomes expensive and not practical [11].

Solutions for Big Data processing in the transportation industry are studied in [12–14]. Most of them are based on the implementation of the MapReduce approach that presents good results of automatic data parallelization [15–17]. Nevertheless, its practical use requires special preparation of the input data and the subsequent combination of the output [18]. Engineers and researchers have proposed some algorithms for solving this problem for various problem domains to process the data with different structures and dimensions.

For example, in [19] the stages of Big Data pre-processing were considered in order to obtain from them the most important information. In [20], a mining algorithm was proposed that uses an iterative graph structure to represent data. The paper [21] presents the advantages of a combination of the tools for preparing, processing, and integrating Big Data with visualization on an electronic map.

In this paper, we propose an approach to data organization that uses graphs to represent information about the transport system. Each cluster of information is located on a separate model layer, while the layers are developing both in space and in time. From a practical point of view, such a link to space-time is due to the wide possibilities of using electronic maps, geographic information systems and monitoring services of vehicles as sources of timely and accurate information. As part of the algorithms implemented on the graphs, the method of criteria-based comparisons is used to obtain the possibility of combining optimal routes [22].

### III. Transport System Concepts

Transportation operator company network is a large system of interconnected objects that can interact and significantly affect each other. The following dependency diagram of the main objects and subjects of the transport system is presented in Fig. 1.

The transport network is formalized in a classical way in the form of an undirected connected graph, in which the edges indicate the methods of movement, and the nodes are the start, intermediate and end points of the logistics chain. Each edge of this graph has a weight that indicates the distance a vehicle needs to travel to move from node to node.

In the form of graphs, we will also present many factors that influence the route along with the transport network graph, among them: weather conditions, road surface quality, traffic congestion, the rules for the delivery of goods provided for by logistics companies, etc. All elements of this graph have spatial and temporal binding, i.e. may vary in space and time.

Fig. 2 shows a schematic model for representing graphs in space at a specific time. Traditionally such a graph is developed manually by system input of data describing all the objects using a specifically designed UI or in the automated mode. As a result, the objects of the same type (drivers or transport instructions) are usually grouped together and refer to one layer.

<table>
<thead>
<tr>
<th>Concept</th>
<th>Name</th>
<th>Instance example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shipment, single vehicle</td>
<td>Unit</td>
<td>Dump truck with driver and trailer</td>
</tr>
<tr>
<td>Transport instruction</td>
<td>TI</td>
<td>Loading, unloading on a specific order</td>
</tr>
<tr>
<td>Cargo loading</td>
<td>Loading</td>
<td>Loading of cargo that the transport unit will transport</td>
</tr>
<tr>
<td>Cargo discharge</td>
<td>Unloading</td>
<td>Unloading cargo at the delivery point specified in the transport instruction</td>
</tr>
<tr>
<td>Route</td>
<td>Route</td>
<td>The best way to transport cargo from the loading point to the unloading point</td>
</tr>
</tbody>
</table>
This approach is sufficient from the perspective of human perception. However, parallel algorithms require different data representation. Considering the necessity to distribute different objects that refer to one situation between the computing facilities it is better to group them according to their negotiation rather than type (see Fig. 3).

At which point distribution of objects between the layers according to the principles of parallel computing is more suitable.

IV. MULTI-LAYER GRAPH MODEL

To formalize this solution there was developed a multi-layer graph model. Imagine one data record coming from a data source (Source), as:

\[ S = (s_1, s_2, ..., s_n), \forall s \in S: s \in D \cup \emptyset, \]

where \( s \) is one value in the data record; \( D \) is the value domain, in the general case:

\[ D \subset \mathbb{N} \cup \mathbb{R}, \]

The relationship (binding) between the values of the data record is denoted by the similarity of the adjacency matrix (Binding):

\[
B = \begin{bmatrix}
    b_{i,1} & \ldots & b_{i,n} \\
    \ldots & \ddots & \ldots \\
    b_{n,1} & \ldots & b_{n,n}
\end{bmatrix}, \forall b \in B: b \in [0, 1] \subset \mathbb{R},
\]

where \( b \) is the degree of data connectivity.

If \( b_{i,j} = b_{j,i} = 0 \), there is completely no connectivity between \( s_i \) and \( s_j \), and if \( b_{i,j} = b_{j,i} = 1 \), \( s_i \) and \( s_j \) have stable connectivity. Intermediate values \( b_{i,j} = b_{j,i} \in (0, 1) \) describe, respectively, intermediate connectivity states.

For the adjacency matrix, the following relations should be satisfied:

\[
\forall j: \sum_{i=1}^{n} b_{i,j} > 0,
\]

\[
\forall i, j: b_{i,j} = b_{j,i},
\]

\[
\forall i: b_{i,i} = 0.
\]

We will equate situations in the confidence interval with situations of stable communication for \( |b - 0| < \varepsilon \) or lack thereof for \( |b - 0| \geq \varepsilon \), where \( \varepsilon \) is a sufficiently small positive number that is acceptable in the current situation.

All incoming records pass through an adaptive filter that maps a lot of source data to a lot of resulting \( L \) layers:

\[
f: S \rightarrow L,
\]

\[
f^{-1}(l) = \{ s \in S | f(s) = l \}.
\]

On the set of resulting layers, we define an adjacency matrix \( \Gamma \) similar to (1):

\[
\Gamma = \begin{bmatrix}
    \gamma_{1,1} & \ldots & \gamma_{1,n} \\
    \ldots & \ddots & \ldots \\
    \gamma_{n,1} & \ldots & \gamma_{n,n}
\end{bmatrix}, \forall \gamma \in \Gamma: \gamma \in [0, 1] \subset \mathbb{R}.
\]

We define a mapping function \( f \) as follows:

\[
f(s) = \arg\max_{i \in \mathbb{I}} \left( \sum_{i=1}^{n} \sum_{j=1}^{n} (\gamma_{i,j}(l) - b_{i,j}(s))^2 \right)^{\frac{1}{2}}.
\]

Define a filter adaptation method for each display operation:

\[
\forall i, j: \gamma_{i,j}(s \equiv l) = \begin{cases}
    \gamma_{i,j}(l), & g_{i,j}(l) = 0; \\
    0, & g_{i,j}(l) + \gamma_{i,j}(l) \leq 0; \\
    1, & g_{i,j}(l) + \gamma_{i,j}(l) \geq 1; \\
    g_{i,j}(l) + \gamma_{i,j}(l), & otherwise;
\end{cases}
\]

\[
g_{i,j}(s \equiv l) = \begin{cases}
    0, & |\gamma_{i,j}(l) - b_{i,j}(l)| < \varepsilon; \\
    \frac{\gamma_{i,j}(l) - b_{i,j}(l)}{k}, & |\gamma_{i,j}(l) - b_{i,j}(l)| \geq \varepsilon,
\end{cases}
\]

where \( \varepsilon \) is the sensitivity to adaptation, a small positive number: \( 0 < \varepsilon < 1 \);

\( k \) is the adaptation rate, \( k > 0 \).
Thus, by adjusting the tolerance variables \( \xi, \varepsilon \) and varying the filter adaptation rate \( k \), tuning to the current data processing situation is achieved.

Spatial data binding is described by attributes of a special kind, which are introduced into the model by expanding the domain model:

\[
\tilde{D} = D \cup M,
\]

where \( M \) is the set of spatial positions determined by the available sets:

\[
M = M_{p} \cup M_{LS},
\]

where \( M_{p} \) is the set of point objects (Point);

\( M_{LS} \) – many line objects (Line String).

The presence of only two sets is due to the specifics of the problem being solved, since these two geometric primitives are sufficient to represent the graph. The line is represented by a broken line, since such a representation is accepted in geoinformatics.

Time indicators are entered into the model using the following display:

\[
h : S \rightarrow D,
\]

\[
h^{-1}(d) = \{ s \in S \mid h(s) = d \}.
\]

The function \( h(s) \) itself uses discrete time to determine the required value at \( t_i \) time instant:

\[
h(s) = \begin{cases} t_{i+1} \in [t_i, t_i + \Delta t]; \\ \emptyset, \text{ otherwise}. \end{cases}
\]

The parameter \( \Delta t \) determines the lifetime of the value \( s \). Outside the lifetime, the value of \( s \) will be considered undefined. This approach is due to the relatively low cost of irrelevant single attributes from Big Data arrays. Undefined attributes do not participate in the calculations and do not affect the adaptation of the filter.

V. IMPLEMENTATION RESULTS

A. Routing Algorithms

In the work, the method of criteria comparisons is used in two algorithms. The sequential algorithm implements the classical approach to find a path on a graph, while the parallel one uses an approach that makes it possible to increase the efficiency of layer-by-layer task separation, taking into account the capabilities of a computing system for simultaneous parallel calculations.

Using a parallel algorithm on the same input data can lead to different results. The variability that arises during the operation of the parallel algorithm is due to the neglect of the reevaluation of the graph weights and normalization at the final stages.

A sequential algorithm consists of the following steps:

Step 1. Successively sort through the weights of each criterion, normalizing them.

Normalization occurs using the reference weights of the graph vertices and expert assessment:

\[
F = \sum_{k=0}^{n} \left( \frac{f_k}{f^a} \right)^{\alpha_k},
\]

where \( n \) is the number of criteria by which optimality is evaluated;

\( \alpha_k \) – expert assessment;

\( f_k \) is the weight of the vertex of the graph;

\( f^a \) is the reference weight.

Step 2. Weigh the graph.

Step 3. Find the optimal path using the Dijkstra algorithm.

The parallel algorithm implements the idea of layer-by-layer separation and consists in performing the following steps:

Step 1. Separate the data according to the criteria.

Step 2. Weigh each graph according to a given criterion (for example, weather, road surface quality).

Step 3. Using a parallel algorithm (the type of algorithm may vary) we find the shortest paths from a given point to a final one using the Dijkstra algorithm.

Step 4. We combine the routes using the reference value for each route according to the specified criterion and select the most suitable one in accordance with the expert assessment.

Step 5. Combine the results of Dijkstra’s algorithms, as well as in the sequential algorithm, using the criteria-based comparison formula (2).

B. Data Layers Construction

A greedy algorithm was developed to construct data layers.

Step 1. An initial number of layers is generated for optimization tasks.

Step 2. Each layer attracts instances of involved entities. One entity can enter several layers.

Step 3. Layers that have intersections of objects and subjects upper than the predefined limits are merged.

Step 4. New incoming tasks first try to enter the existing layers. In the case of a low intersection, they generate new layers.

Step 5. Entities with low involvement are reduced to separate layers.

Step 6. Layers with low use are destroyed.

The algorithm requires the proactivity of entities and layers. Therefore, it is recommended to use multi-agent technology for its implementation.
C. Case Study

The data sample for testing the solution covers 21 settlements and 34 roads in the Netherlands (see Fig. 4).

To determine the performance of the algorithms, we will conduct performance tests. In this test configuration, 3 algorithms with 30 iterations each were launched:

1) The ApacheSpark algorithm is a variation of the parallel algorithm that uses MapReduce provided by the Apache Spark library.

2) The JavaStreams algorithm is a variation of the parallel algorithm that uses MapReduce, provided by the Stream API and supports parallel threads to use several processor cores.

3) The SimpleIteration algorithm is a sequential algorithm that combines the weight of the criteria into one.

Fig. 5 shows the routes constructed by each of the presented algorithms for organizing transportation from Hoek van Holland to Groningen.

Performance test results are shown in Table II.

The resulting execution time of the iterations of the algorithms is shown in Fig. 6.

![Fig. 4. The Netherlands road net weighted graph model](image)

![Fig. 5. Possible routes](image)

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>Mode</th>
<th>Count</th>
<th>Score</th>
<th>Error</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>ApacheSpark</td>
<td>Avgt</td>
<td>30</td>
<td>39,266</td>
<td>8,600</td>
<td>ms/op</td>
</tr>
<tr>
<td>JavaStreams</td>
<td>Avgt</td>
<td>30</td>
<td>0,318</td>
<td>0,038</td>
<td>ms/op</td>
</tr>
<tr>
<td>SimpleIteration</td>
<td>Avgt</td>
<td>30</td>
<td>0,514</td>
<td>0,041</td>
<td>ms/op</td>
</tr>
</tbody>
</table>

The minimum, maximum and average time for calculating the optimal path by various algorithms is shown in Fig. 7. The dispersion and standard deviation are shown in Fig. 8.

Based on the test results for the average run time, we can conclude that for a parallel (or distributed) JavaStreams algorithm, which implements the criterion separation of transport system parameters, 38% less time is required compared to a sequential algorithm.

However, the implementation method parallel processing greatly affects the final result.

![Fig. 6. Algorithm performance time depending on iterations number](image)

![Fig. 7. Route optimization time](image)
In this case, the implementation based on the Stream API was successful comparing to Apache Spark.

VI. CONCLUSION

Transportation logistics is a network of cooperating and evolving subjects and objects. Both entities emit data flows that describe the events that happen in the system. Modern software solutions are capable of processing this data in real-time and utilize it for decision-making support. Experimental results prove the necessity to introduce original data structures for parallel processing of this data. The provided approach allows improving performance in calculating optimal routes for carrier companies by dividing the criteria for the functioning of the transport system into multiple graph layers.

The approach is implemented using Apache Spark and Stream API. A study conducted on real data on 21 settlements in the Netherlands showed an advantage in the execution time of the parallel computing algorithm over the usual sequential search of 38% that considers the features of parallel computing. Despite the difference between the high execution time in transportation logistics and comparatively low time required for decision-making, optimization of scheduling allows increasing the number of options being considered by a dispatcher and sufficiently reduce costs. In addition to this, the scheduling of transportation resources is often time and labor-consuming. Therefore, the application of the proposed approach is reasonable in various problem domains.

Possible limitations are concerned with the automatic generation of layers that do not consider the problem domain specifics. Due to this fact, both approaches of human and automated layers construction should be combined in practice. To provide such an opportunity each generated layer should be supplemented with a description that explains the proposed solution to a human decision-maker with formal reasoning.

Further improvement of the approach is seen in improving the system of classification and clustering of layers, for example, on the basis of a solution previously tested by the authors in [23]: by correctly assessing and identifying criteria for the functioning of the transport system into separate layers, it is possible to increase the speed of parallel computing.
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