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Abstract—Spine disease is a universal health issue. More than 
half of the world’s people are troubled by all kinds of back pain 
problems throughout their lives. Therefore, it is particularly vital 
to predicting related diseases. The identification and prediction of 
disease is an important and time-consuming task in medical 
diagnostic systems. With proper initial data, we can use machine 
learning to develop more effective prediction and diagnosis plans 
for certain diseases. This paper describes the implementation of a 
neural network based on a back propagation algorithm that 
predicts certain spinal diseases based on some biomechanical 
properties of the patient to aid in medical diagnosis. 

I. INTRODUCTION 

According to the World Health Organization, more than 2 
million people die every year because they sit still for a long 
time; by 2020, 70% of the world's diseases are expected to be 
caused by sitting for too long and lack of exercise. According 
to the data, "more than half of the world's people are currently 
plagued by various back pain problems." Besides, spinal 
diseases have also shown a trend of becoming younger and 
younger. The development of spine disease is fierce and will be 
irrefutable as the number one enemy of human health in the 
future [1]. 

Since the middle of the 20th century, disease prediction has 
gradually evolved into an emerging discipline combining 
information technology and medical technology. Disease 
prediction refers to the use of personal symptoms and physical 
signs, and some tests to reflect whether there is a potential 
disease. In the field of information science, conventional 
methods for predicting diseases include regression prediction, 
time series prediction, gray prediction, Markov prediction, and 
artificial neural network. The most widely used is the artificial 
neural network algorithm.   

Artificial neural networks refer to a series of mathematical 
models inspired by biology and neurology. These models 
mainly simulate the biological neural network by abstracting 
the neural network of the human brain, constructing artificial 
neurons, and establishing connections between artificial 
neurons according to a certain topological structure. In the field 
of artificial intelligence, artificial neural networks are also often 
referred to as neural networks or neural models. Unlike 
traditional computing, which uses a series of logical operators 
to perform tasks, neural networks use a network of nodes that 
act as neurons and synaptic analogs (edges) for data processing. 
The input data passes through the system and generates the 
outputs. The outputs are then compared with the known data. 
In 1943, McCulloch and Pitts modeled an artificial neuron, like 
a switch that receives information from other neurons and, 

depending on the total weighted input, is either activated or 
remains inactive. In the ANN node, the incoming signals are 
multiplied by the corresponding synapse weights and summed. 
These coefficients can be both positive and negative. Artificial 
neural network theory began to revive worldwide in the 1980s. 
In 1987, the first international neural network conference was 
held in California. Since then, various international conferences 
related to neural networks have emerged. Among them, the 
International Joint Conference on Neural Networks (IJCNN) 
has become an important communication platform for neural 
network researchers. Besides, more than a dozen international 
journals related to neural networks have appeared, including 
“IEEE Transactions on Neural Networks", "Journal of 
Artificial Neural Networks", and "Machine Learning". The role 
of artificial neural network theory research in the academic 
field is also becoming more and more critical. 

In the field of disease prediction: 

 Palaniappan et al. [2] proposed the use of decision
trees, naive Bayes and neural networks for the
prediction of heart disease, which promoted the
establishment of significant patterns in heart disease.

 S. M. K. Chaitanya et al. [3] proposed using artificial
neural networks and the gravitational search algorithm
to detect chronic kidney disease.

 Mrs. S. Kalaiarasi et al. [4] proposed using a mobile
phone camera to collect human facial data and create an
application that helps diagnose and predict skin
diseases through the device's image processing
functions and machine learning.

 Tsipouras [5] gave a decision support system based on
fuzzy rules for the diagnosis of coronary artery disease.
The fuzzy model is used to optimize the parameters.

 Himaja Gadi et al. [6] proposed the implementation of
the back-propagation algorithm to compute and
compare the percentage of the output accuracy, which
was used for medical diagnosis on various chest
diseases (i.e., asthma, tuberculosis, lung cancer ).

 Patil et al. [7] introduced the K-means clustering
algorithm to extract data suitable for heart attacks from
the data warehouse.

 Srinivas et al. [8] proposed data mining methods to
predict heart disease and use the patient's medical data

______________________________________________________PROCEEDING OF THE 24TH CONFERENCE OF FRUCT ASSOCIATION

ISSN 2305-7254



such as age, gender, blood pressure and blood glucose 
to predict the patient's risk of heart disease. 

 Resul et al. [9] proposed predicting disease through
neural network sets. This integrated approach is to
create new models for disease prediction by combining
existing methods.

The MTUCI department «Intellectual Systems in 
Management and Automation» conducts scientific work on the 
development and application of data mining methods for 
predicting situations in different subject areas, including 
solving the problem of analysis and classification of situations 
in the medical field using neural network modeling  
[10]. 

In this paper, the authors attempt to establish a neural 
network to assess the condition of the patient's spine based on 
the patient's biomechanical attributes and to predict the 
likelihood of developing a spinal disease. 

II. DATA SET ANALYSIS

The biomedical dataset used in this study was created by 
Dr. Henrique da Mota [16]. 15 records from the data set are 
shown in Table �. 

The data sets are divided into three categories: normal (100 
patients), Disk Hernia (60 patients) or Spondylolisthesis (150 
patients). Each patient is represented in the data set by six 
biomechanical attributes derived from the shape and 
orientation of the pelvis and lumbar spine (in this order): 
pelvic incidence, pelvic tilt, lumbar lordosis angle, sacral 
slope, pelvic radius and grade of spondylolisthesis. 

Pelvic incidence is defined as the angle between a line 
perpendicular to the sacral plate at its midpoint and a line 
connecting this point to the femoral head axis. Pelvic 
incidence is easily measured in daily practice using 
radiographs. Pelvic tilt is the orientation of 
the pelvis concerning the thighbones and the rest of the body. 
The pelvis can tilt towards the front, back, or either side of the 
body. Lordosis is an increased inward curving of the lumbar 
spine (just above the buttocks). Small degree of both kyphotic 
and lordotic curvature is normal. Too much lordotic curving is 
called swayback (lordosis). The sacral slope denotes the 
spatial orientation of the pelvis, which varies according to the 
position, with a greater or lesser degree of tilt forwards or 
backwards in relation to a transverse axis passing through the 
two femoral heads. The spondylolisthesis is graded by 
measuring how much of a vertebral body has slipped forward 
over the body beneath it. 

The visualization of changes occurring in the spine in 
certain types of diseases is shown in Fig. 1.(Disk Hernia) and 
Fig. 2.(Spondylolisthesis). 

TABLE I.  PARTIAL SOURCE DATA FROM THE SET [16] 

Fig. 1. Disk Hernia  

 pelvic 
incidence 

(%) 

pelvic 
tilt 

(°) 

lumbar 
lordosis 
angle(°) 

sacral 
slope 

(°) 

pelvic 
radius  
(mm) 

grade of 
SPOND
YLOLIS
THESIS 

classifica
tion 

63.02 22.55 39.60 40.47 98.67 -0.25 Disk 
Hernia 

39.05 10.0 25.01 28.99 114.40 4.56 Disk 
Hernia 

68.83 22.21 50.09 46.61 105.98 -3.53 Disk 
Hernia 

69.29 24.65 44.31 44.64 101.86 11.21 Disk 
Hernia 

49.71 9.65 28.31 40.06 108.16 7.91 Disk 
Hernia 

74.37 32.05 78.77 42.32 143.56 56.12 Spondyl
olisthesis

89.68 32.70 83.13 56.97 129.95 92.02 Spondyl
olisthesis

44.52 9.43 52 35.09 134.71 29.10 Spondyl
olisthesis

77.69 21.38 64.42 56.30 114.81 26.93 Spondyl
olisthesis

76.14 21.93 82.96 54.21 123.93 10.43 Spondyl
olisthesis

38.50 16.96 35.11 21.54 127.63 7.98 Normal 

54.92 18.96 51.60 35.95 125.84 2.00 Normal 

44.36 8.94 46.90 35.41 129.22 4.99 Normal 

48.31 17.45 48 30.86 128.98 -0.91 Normal 

45.70 10.65 42.57 35.04 130.17 -3.38 Normal 
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Fig. 2. Spondylolisthesis 

Fig. 3 shows the relationship between every two properties. 

Fig. 3. The relationship between every two properties 

As Fig. 4, 5 shown, the pelvic incidence is proportional to 
the pelvic tilt, the lumbar lordosis angle and sacral slope. In 
addition, most patients with spinal disorders have a higher 
grade of spondylolisthesis. 

Fig. 4. The relationship between pelvic incidence and pelvic tilt 

Fig. 5. The relationship between pelvic incidence and grade of 
spondylolisthesis 

III. PREPROCESSING DATA

Different variables tend to be different in dimension, and 
normalization can eliminate the influence of dimension on the 
final result, making different variables comparable. In 
addition, normalization can also make the feature quantity 
within the same size ratio, which helps the gradient descent 
algorithm to converge faster. 

In this study, because the data set has significant 
differences in dimensions and values, for example, the grade 
of spondylolisthesis is significantly different from other signs. 
Therefore, we need to normalize the data. Here we use the 
min-max normalization [17]. 

minmax

min

XX
XXX norm 


 (1) 

where X is an example of data, Xmin is the minimum value of 
the sample data, Xmax is the maximum value of the sample 
data. 

IV.  NEURAL NETWORK DESIGN AND TRAINING

The BP neural network was developed in 1986 by a team 
of scientists led by Rumelhart and Mc Celland. It is already 
the most widely used neural network so far. BP neural network 
not only inherits the advantages of artificial neural network, 
but also has its own characteristics. Therefore, it has begun to 
emerge in various fields, such as data compression, pattern 
recognition, and perceptual prediction (including disease 
prediction). The characteristics of BP neural network are as 
follows: 

 It has advantages in multi-dimensional input data and
output data processing;

 Ability to handle arbitrarily complex nonlinear
problems, so nonlinear mapping is more capable;

 Ability to process information or data in parallel,
improving data processing power and performance;

 Has strong adaptability;
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 Better performance in data fusion.

Based on these advantages, here we are proposing the 
algorithm using a feed-forward neural network. 
Backpropagation algorithm is used for learning procedure and 
for training the multilayer feed-forward network. The 
algorithm flow chart we proposed is shown in Fig. 6, 

The BP artificial neural network uses a gradient search 
method to minimize the mean square error between the actual 
output value and the expected output value of the neural 
network, thus avoiding the occurrence of statistical averages. 
The training process of the BP algorithm is to correct the 
weighting coefficients while the error propagates backward. In 
the forward propagation phase, input information is processed 
from the input layer to the hidden layer and passed to the 
output layer. The neuron condition of each layer affects only 
the next layer of neurons. If the output layer cannot obtain the 
desired output, it will return to the backpropagation phase, 
return the error signal according to the original connection 
route, and then modify the weighting coefficient of each layer 
of neurons to minimize the error. 

Fig. 6. Our proposed algorithm flow chart 

The topological of the neural network is critical to 
estimating the accuracy of the training and testing data set. 
The choice of neural network architecture is usually based on 
experience. It has been found through experiments that the 
three-layer neural network has the highest prediction accuracy 

[18]. The input layer contains six neural units (corresponding 
to 6 features), the output layer includes three neural units 
(corresponding to 3 classification results). The neural unit 
contained in the hidden layer, we initially determined by the 
empirical formula: 

 lnm   
(2) 

where m - hidden layer neural unit number, l - output layer 
neural unit number, a - constant between 1 and 10. 

After several training comparisons, when the number of 
hidden layer neural units is 10, the neural network has the 
fastest training speed and the best performance. Because of 
this, in the hidden layer, we choose ten neural units. Finally, 
the topology of the neural network we built is shown in Fig. 7. 

Fig. 7.  Neural network architecture 

The principle of BP neural network algorithm is as follows: 

Hidden layer input vector: hi  
Hidden layer output vector: ho
Output layer input vector: yi  

Output layer output vector: yo  

Expected output vector： od
The weight between the input layer and the hidden layer: ihw
The weight between the hidden layer and the output layer: how
Threshold value of each neuron in the hidden layer: hb  

Threshold value of each neuron in the output layer: ob

Step1: Initialization weight. 
Step2: Randomly select the Kth )(kx  input sample and its 

corresponding expected output )(kd0 . 

Step3: Calculate the inputs and outputs of each neuron in the 
hidden layer. 

 
(3) 

 
(4) 

))(()( khifkho hh 

))(()( khifkho hh 
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(5) 

 
(6) 

Step4:Compare the expected output to the real output and get 
the partial derivative )(o k  of the error function for each 

neuron in the output layer. 
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Step5: Use the connection weight of the hidden layer to the 
output layer, )(o k  and the output of the hidden layer, to 

calculate the partial derivative )(h k  of the error function for 

each neuron in the hidden layer. 
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Step6: Adjust the weight )(kwho  by comparing the )(o k of 

each neuron in the output layer with the output of each neuron 
in the hidden layer. 

)()()( )( khokkw hoho   (12) 

)()(1 khokww ho
N
ho

N
ho   (13) 

Step7: Adjust the weight by comparing the )(h k of each 

neuron in the hidden layer with the input of each neuron in the 
input layer. 

Step8: Calculate global error. 

Step9: Determine whether the error meets the preset condition. 
If the condition is met or the maximum number of trainings is 
reached, the algorithm ends; otherwise, Step3 is repeated to 
perform the next round of training. 

For neural network training, we randomly selected 80% 
(250) of the data set (310), and the remaining 20% (60) will be 
used for testing. 

Before starting the training of the neural network, the 
weights of its weights were randomly generated. The weight 
matrix is determined based on the number of neurons in the 
input layer (n_x), the hidden layer (n_h) and the output layer 
(n_y). 

1011 .*)_,_(..  xnhnrandnrandomnpW  (14) 

1012 .*)_,_(..  hnynrandnrandomnpW  (15) 

where np.random.randn - the function that generates several 
samples corresponding to the normal distribution. 

    Calculate the inputs and outputs of each neuron in the 
hidden layer: 

)sigmoid(Z2 = A2

W1.T)np.dot(A1, = Z2

X)),ape[0],1))ones((X.shstack((np.np.column_ = A1

      

(16) 

where A1 - input value of the first layer, A2 - input value of the 
hidden layer. 

For the activation function, we choose the sigmoid 
function: 

)))(.exp(../(. xasarrynpnps  0101  (17) 

The learning process can be thought of as minimizing the 
cost function. Cost function [19]: 





m

i

iiii ayay
m

J
0

11
1

))log()()log(( )()()( ）（   (18) 

where m - the number of training examples, a – the output 
variables,  y - the output in the data set. 

In order to minimize the cost function, we need to adjust 
the size of the weight by the back propagation algorithm [20]. 

Regarding the choice of the learning rate, if the learning 
rate is too small, the convergence will be too slow, and it will 
take a long time. If the learning rate is large, the training 
process may not converge at all, or even diverge. The amount 
of change in weight can be very large so that the optimization 
exceeds the minimum value and the loss function cannot be 
minimized. Here, we set the learning rate to 0.3, 0.5, and 0.8 
respectively.The result is shown in Fig. 8. 

From the Fig. 8, we can see that when the learning rate is 
0.8, the loss function fluctuates, and the loss function with a 
learning rate of 0.5 decreases faster than when the learning 
rate is 0.3. So we chose 0.5 as the learning rate. 

To avoid overfitting, we optimize the neural network by 
changing the value of the λ - regularization parameter [21]. In 
this case, we will keep the number of iterations constant, equal 
to 5000. Then take λ equal to 0.01, 0.1, 1, and calculate the 
loss function separately. The result is shown in Fig. 9. 

 





n

i
ohhoo bkhowkyi
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Fig. 8. The loss function at different learning rates (lr) 

Fig. 9. The loss function for different values of the regularization parameter λ 

As can be seen from the figure, for λ = 0.01, the loss 
function is relatively small, so we use this value in further 
calculations. 

After 5000 iterations, stopping the training, we will get the 
best values of the weight parameters and save them in the files 
W1, W2, which we will use to work with the test set. 

Fig. 10 shows the results of the cost function when the 
number of iterations changes. From this, we can see that when 
the number of iterations is from 3500 to 5000, the loss 
function drops from 0.69 to 0.63. 

Fig. 10. The change of the loss function with the number of iterations 

Thus, the network was trained with the following 
parameters: 

 number of training iterations = 5000,
 learning rate = 0.5,
 regularization parameter λ = 0.01.

V.  TEST RESULTS 

For testing, we selected the remaining 20% (60) of the data 
set (310) as the test set. Fig. 11 shows the test results, from 
which we can see that the accuracy of testing is 83%. In the 
same figure, we can also see the discrepancy between the 
predicted and test results. For example, the first record in the 
figure, the output is Hernia, but the actual is Normal. 

Fig.11. Test result 

A three-class classification was used in this study. In order 
to more specifically describe the type of disease, it is 
necessary to expand the data set and increase the number of 
classes.

VI. CONCLUSIONS

The article discusses the use of a simple neural network to 
determine the condition of the patient’s spine based on certain 
patient’s biomechanical features. The authors created an 
effective neural network architecture and implemented a 
learning algorithm. The accuracy of the test set is over 
80%.The authors believe that in order to improve the 
prediction accuracy of neural networks, it is recommended to 
use a more complex neural network, improve the training set, 
and use accelerated calculation methods. 

There may be other methods that are superior to the 
neural network chosen in this paper. However, in terms of 
the accuracy of the test results, the neural network based on 
back propagation algorithm is still satisfactory for the 
research in this paper. The authors are still in the 
preliminary stage of research in this field, and will try other 
methods in future research. 
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