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Abstract—Video streaming is becoming more and more popular technology for media content delivery over the Internet. Dynamic Adaptive Streaming over HTTP (DASH) allows delivering data streams to a user with the highest possible bit rate in varying bandwidth conditions which is particularly significant for hopping communication channels present in wireless networks. This paper investigates the delivery of media content over the Internet using MPEG-DASH technology within the network emulation environment Mininet connected to a real hardware client and a server from a real IP-network. We present Mininet settings that allow embedding this virtual environment into existing network infrastructure. The study shows that the bandwidth variation of a communication channel emulated in Mininet yields similar effects on streaming video as compared to experimental results obtained with a specialized hardware-software network emulator configured with the same channel characteristics. We conclude that Mininet can be considered as a practical tool for the emulation of video streams transmission employing Dynamic Adaptive Streaming over HTTP, as well as be used for the development of new adaptive control algorithms.

I. INTRODUCTION

The technologies for streaming video delivery are continuously developing, primarily due to the need to keep up with the rapidly growing amount of video traffic on the Internet [1]. Recently, video streaming transmission over HTTP known as adaptive HTTP streaming has become widely deployed. Several software vendors like Adobe, Microsoft and Apple have long been using their own proprietary systems for content delivery over HTTP such as HTTP Dynamic Streaming [2], Smooth Streaming [3] and HTTP Live Streaming [4] respectively. The advantage of using HTTP is that the ordinary web servers with a caching capability can be used for streaming video.

HTTP Adaptive Bitrate Streaming (ABR) technologies allow a real-time adjustment for the delivered bit rate and video resolution depending on the varying bandwidth conditions, client’s CPU usage as well as the type of an end device. Video files of different bit rates and resolutions should be adapted accordingly and uploaded to a server in advance or, in case of live streaming, generated by the server in a real-time mode. The decision regarding a bit rate switch is made on the client side by the media player using built-in adaptive control algorithms.

Dynamic Adaptive Streaming over HTTP (DASH), also known as MPEG-DASH, is the first bit rate adaptive HTTP-based solution which became an international standard in 2012 [5]. Currently, this standard is being widely applied, especially in live streaming video systems. YouTube and Netflix have started deploying MPEG-DASH [6], [7] which means that the format will play an important role in streaming.

In order to investigate new technologies for streaming video existing communication networks can be utilized which is not always convenient or even feasible. Thus, to overcome the aforementioned obstacle network emulators [8] are frequently used: one of them is open-source Mininet [9]. Mininet is capable of building realistic virtual topologies consisting of numerous network elements such as end hosts, switches, routers and communication links. In a nutshell, Mininet implements a concept of Software-Defined Networking (SDN). SDN is an emerging networking paradigm in which a control layer is implemented in software and separated from a packet forwarding plane [10]. It is expected that the future deployment of a new SDN concept [11] will allow administrators to control network services and hardware without having to know the intricate underlying functionality.

As we expect, the rapid development of new approaches to network establishment and maintenance together with technologies for media content delivery will eventually lead to their complementary utilization. Enabling such functionality would maximize the perceived quality of experience (QoE) while watching video. With this in mind, we decided to estimate the delivery efficacy of real MPEG-DASH traffic through Mininet. Hence, the main contributions of this paper are as follows.

Firstly, we develop a methodology for setting Mininet virtual environment with bandwidth shaping functionality. Secondly, an experimental setup is presented which interconnects two parts: a virtual environment established with Mininet and a real IP-network. Finally, we compare the process of transmitting DASH content via Mininet and the real network infrastructure under a number of traffic shaping scenarios. Based on our findings we recommend using Mininet emulation environment as a handy tool for testing and evaluating the performance of adaptation logic for DASH-based multimedia streams. Moreover, Mininet is considered to be reasonably accurate for emulating DASH-content delivery in pre-set topologies as well as software-defined networks.

The rest of the paper is organized as follows. Related work is discussed in Section 2. Section 3 provides an overview of Mininet within the SDN paradigm. The research methodology and experimental setup are explained in Section 4. Section 5 presents the main results along with a relevant discussion. Finally, in Section 6 conclusions are drawn and future work directions are indicated in Section 7.
II. RELATED WORK

To start with, there exist several hardware-software network emulators which can be used for investigating the impact of channel characteristics on the delivery of DASH-based streams. For example, open-source WANEm emulator [12], specialized Linkropy hardware [13] from Apposite Technologies, or Netem module [14] built into a Linux kernel. Furthermore, several studies have shown the applicability of network emulators for performance-wise estimation of varying communication channels. Muto and colleagues [15] evaluated the performance of MPEG-DASH over Content Centric Networks (CCNx) by considering such link parameters as bandwidth, delay and a packet loss ratio set in PacketStorm emulator [16]. In [17] authors conducted experimental analysis of dynamic adaptive streaming over HTTP in CCNx, where bandwidth shaping was achieved with Linux Traffic Control Program (tc) [18] and Hierarchical Token Bucket (htb) packet scheduler [19]. Additionally, the round-trip time (RTT) was controlled by Linux Network Emulator (Netem) [14]. It should be noted that some of the aforementioned emulators can be configured to support a traffic shaping environment (e.g. dedicated Linkropy 5500 hardware has such functionality). In essence, this feature allows setting a predefined scenario according to which bandwidth or other channel parameters would change over time.

Mininet can be used to achieve both goals simultaneously, namely setting up a network emulation environment and enabling traffic shaping for a specified topology. Lantz and colleagues [20] considered several tools for network emulation and pointed out that Mininet is a solution for rapidly prototyping large networks on constrained resources of a single laptop. In [21] it is claimed that Mininet provides a simple and inexpensive network testbed for developing OpenFlow applications in Software-Defined Networks. Recent work [22] used Mininet virtual network to evaluate the effect on adaptive streaming over HTTP when a bottleneck link was shared. However, the presented experiments did not take into account a bandwidth shaping scheme for the bandwidth variation of a communication channel.

In this paper we describe how to build a system for delivering DASH-content over the Mininet environment that comprises of a virtual topology connected to a real network. The proposed solution allows configuring and applying the bandwidth shaping scheme which we consider vital for the experimental analysis. Therefore, our approach leverages Mininet flexibility and scalability as compared to other works which used several instances to set up a virtual environment and tune channel parameters. Moreover, we compare the accuracy of Mininet emulation capabilities with specialized Linkropy equipment which provides insights whether the former can become an affordable platform for researching and developing systems for adaptive streaming.

III. MININET OVERVIEW

Mininet is designed in a way that follows a concept of Software-Defined Networking (SDN). The main difference between SDN and a traditional network (Fig. 1) is the separation between control and forwarding planes which results in more flexible and agile network configurations [23]. The control layer is usually represented by so-called network controllers such as NOX [24], ONIX [25] and Beacon [26] which are responsible for centralized control (e.g. a decision whether to drop, forward or buffer a particular packet) and network monitoring. The forwarding plane consists of various networking devices such as a switch, router and access point. Both layers communicate through some interface protocol such as OpenFlow [27]. A vital feature of SDN is its capability to be adjusted according to concrete user or application requirements after the network has been set. Therefore, utilization of SDN opens a wide range of opportunities for rich network configurations and domain specific optimizations.

In its core, Mininet uses a mechanism of Linux lightweight containers which allows configuring and running a virtual network within a single OS kernel [23]. In Mininet topology there are various instances that can be set such as communication links, hosts, network switches and controllers [9]. Mininet host behaves like a real computer. For example, it is possible to use SSH connections to remotely access a particular node and run real programs on it. Additionally, Mininet provides a capability to configure and tune numerous parameters of a communication channel such as throughput, delay, jitter, etc. To accommodate a large number of networking instances (e.g. hosts and switches) Mininet uses process-based virtualization within a single OS kernel [9]. On top of that Mininet supports user interaction (e.g. using ping or traceroute utility) with a virtual network environment by means of a command line interface (CLI). Furthermore, Mininet can be interfaced with real networks, for instance, wired or wireless LANs. Moreover, in order to install Mininet a laptop or a desktop running Linux is required. A straightforward and extensible Python API is provided for network establishment and development [9].

IV. METHODOLOGY AND EXPERIMENTAL SETUP

In this section we describe our methodology along with settings and network parameters used for DASH-based content delivery. The experimental setup that we developed (Fig. 2) consists of the following elements:

- Apache HTTP Server (package httpd-2.2.15-39.el6.centos.x86_64) width DASH content
- Mininet network emulator (version 2.2.1)
- Client PC (Windows 8 64-bit, Intel Core i7-4700MQ, RAM 8 GB) with MPEG-DASH media player
- Customized web-based management interface that we implemented
- MySQL RDBMS

Further we provide a full description of the core elements in our experimental setup. More rigorous and detailed information regarding the presented setting is given in Table I.

A. DASH content generation

The DASH content for all experiments has been generated using bitcodin service [28] by encoding file "Sintel.2010.720p.mkv" [29] (14 minutes 48 seconds long) into MPEG-DASH format with a wide range of different bit rates. We considered the following bit rates for video streams: 4.0
Mbps, 3.0 Mbps, 2.4 Mbps, 1.5 Mbps, 1.1 Mbps, 0.8 Mbps and 0.5 Mbps as well as a single audio stream with a bit rate of 128 Kbps. The obtained video and audio content was uploaded to Apache HTTP Server together with a MPD file. The content was transmitted between the web server and the client over HTTP 1.1 protocol.

B. Mininet and network parameters

In our experiments Mininet was running within a virtual machine (VM VirtualBox), launched on a computer with two network interfaces. Both network cards were configured in a bridge mode and enabled in VirtualBox. In fact Mininet could have been established on a real computer as well, which would produce the same results. Hence, we assume that the VM acts as a normal PC host, named Host1. In this setting one of the Ethernet interfaces (eth0) on Host1 was connected to a physical network switch (Switch1). Additionally, a desktop running Apache HTTP Server (Server) was attached to the same Switch1. Correspondingly, Server and Switch1 represent a real network in our experimental setup.

The virtual network that was created with Mininet Python...
API comprised of a single virtual switch (VSwitch1) and a built-in default controller. By means of `ifconfig` function [30] we attached another real hardware interface of Host1 (eth0) to VSwitch1 and connected a personal computer (Client) to the same interface. It should be noted that Client was assigned an IP address from the range of Mininet IP network. Therefore, in the presented setting Client is considered as a part of the Mininet virtual IP network. More concrete details regarding the network parameters of our experimental setup can be found in Table II.

A high-level overview of the developed setting can be given as follows. The main Python script is used to automatically create a virtual Mininet topology and interconnect it with a real IP network. Furthermore, with this program we can vary channel bandwidth within the virtual network according to a predefined scenario. Therefore, video streams destined for Client can be influenced and the corresponding effect estimated.

### C. Interconnecting Mininet with the real network

The virtual Mininet topology was connected to the real network via a special node root-eth0 created on Host1 by our Python script with the following command: root = Node('root', inNamespace=Flag). Afterwards, this node was assigned an IP-address from the Mininet IP network and was used as a gateway address for Client. By means of TCLink() function [31] a link between root-eth0 and a virtual switch (VSwitch1) was established as such: link1 = TCLink(root, VSwitch1, bw=100, delay=0ms, loss=0, jitter=0ms). Thus, we obtained a communication channel that could be configured with different bandwidth values. Additionally, on Host1 a special route was added to forward packets addressed to the Mininet IP network through the root-eth0 instance. In order to enable routing on Host1 we utilized a Linux kernel forwarding feature in the following manner: sysctl.net.ipv4.conf.all.forwarding = 1. Eventually, network packets sent to the range of Mininet IP addresses were redirected by Host1 to the Mininet network.

### D. Mininet and bandwidth shaping

By utilizing Miniveents framework [32] our program is capable of tuning channel characteristics (see link1 above) between virtual and real networks at specified moments in time. To achieve this we created a configuration file in JSON notation (Fig. 3) which contained a list of events that defined time at which a particular event should occur and the properties of link1 in the current setting it is bandwidth.

```json
{
  "time": 0,
  "type": "editLink",
  "params": {"link": "link1", "bw": 1}
}
...
```

Fig. 3. A sample of configuration file for bandwidth shaping

### E. Client side

On the client side we opted for Bitmovin bitdash player [33] as a media player for the video streams. It was configured to send videoBitrate parameter which is a bit rate of the currently played video segment in kbps. VideoBitrate values were obtained through player's API provided by the developer. Throughout the whole experiment the aforementioned parameters were recorded each second and stored in a database. The media player was launched in Google Chrome browser (version 45.0.2454.93 m) with a buffer size set to 40 seconds which was a default value specified in the official documentation [34]. In the current setup it means that Bitmovin bitdash player starts downloading new segments as soon as the buffer level drops below 40 seconds.

### V. Experiment results

The duration of each experiment was 120 seconds. We deemed this time length to be representative in terms of considered bit rates and, to the best of our knowledge, reflecting a typical application case. For all experiments, bandwidth values for the communication channel (see link1 above) varied according to the predefined scenario shown in Fig. 4. As can be seen each 30 seconds the bandwidth changed in the following
sequence: 1 Mbps, 2 Mbps, 3 Mbps and 1 Mbps. Such a pattern of bandwidth shaping inevitably caused the bit rate switch of various DASH-based streams described at the beginning of this section.

![Bandwidth Shaping Scheme](image)

**Fig. 4.** Bandwidth shaping scheme of experiments

Overall, we conducted 50 experiments using the aforementioned experimental setup. For each experiment we obtained 120 samples of videoBitrate. All videoBitrate values acquired throughout the study were divided into four categories with 1500 samples in each. Therefore, resulting groups contained videoBitrate values related to one (out of four possible) bandwidth outcomes: 1 Mbps (from 1 to 30 sec), 2 Mbps (from 31 to 60 sec), 3 Mbps (from 61 to 90 sec) and 1 Mbps (from 91 to 120 sec).

To evaluate the relevance of the results obtained with Mininet, we repeated the same set of experiments with specialized Linktropy 5500 equipment. Fig. 5 depicts averaged videoBitrate values for both network emulators. Additionally, we compared experimentally acquired figures for videoBitrate groups within Mininet setting to similar categories obtained with Linktropy 5500 by applying Student’s t-test for independent samples. That is, the first group of values resulted from Mininet experiments was compared to the first group from Linktropy 5500 and so on. Furthermore, we formulated a null hypothesis $H_0$ about the equity of two expectations. Proof of such hypothesis is based on normal distribution. Table III contains the obtained $t_e$ values. All four empirical values $t_e$ are less than Student’s $t$-critical value under the chosen significance level ($\alpha = 0.05$). Thus, the null hypothesis $H_0$ is accepted which means that the difference between average values from Mininet and Linktropy 5500 groups is insignificant under the above selected $t$-parameters.

**TABLE III.** STUDENT’S T-TEST RESULTS

<table>
<thead>
<tr>
<th>Group of Experiments</th>
<th>Bandwidth</th>
<th>$t_e$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Group 1 (1-30 sec)</td>
<td>1 Mbps</td>
<td>0.82</td>
</tr>
<tr>
<td>Group 2 (31-60 sec)</td>
<td>2 Mbps</td>
<td>0.63</td>
</tr>
<tr>
<td>Group 3 (61-90 sec)</td>
<td>3 Mbps</td>
<td>1.83</td>
</tr>
<tr>
<td>Group 4 (91-120 sec)</td>
<td>1 Mbps</td>
<td>0.42</td>
</tr>
</tbody>
</table>

VI. CONCLUSION

In this paper we investigated how to deliver DASH-based content through Mininet environment which can be configured to interconnect both real and virtual networks. In addition, we presented results for a set of experiments aimed at studying the delivery of streaming video under varying bandwidth conditions. The aforementioned experiments were conducted using two different network emulators, namely SDN-based Mininet and specialized hardware-software Linktropy 5500. Our findings supported by statistical data analysis indicate that both solutions obtain comparable results. That is, establishing a bandwidth varying channel with both emulators yields similar effects with regard to stream bit rates that would be selected by the media player.

VII. FUTURE WORK

In our future research we are planning to incorporate more complex network topologies within Mininet environment. With this in mind, we could conduct more sophisticated experiments in the delivery of DASH-based content that would reflect large heterogeneous infrastructures typical for real-life scenarios. Furthermore, future endeavours aim to investigate the influence of various network impairments such as delay, packet loss, etc. on transmitted video streams. On top of that, it would be interesting to explore the frequency of bit rate switches in different network emulators. Additionally, we envision that Mininet can be viably used for emulating MPEG-DASH streams in Content Delivery Networks (CDN). A distinct advantage of Mininet is its suitability for large scale experiments where specified parts of the infrastructure can be assigned various network parameters.

Yet another research direction that we deem perspective is the development of tools which could simultaneously communicate with Mininet environment and APIs provided by the vendors of media players. Systems with such feature would be able to automatically conduct experiments for the delivery of MPEG-DASH content, taking into account different network impairments. Finally, having such functionality opens new opportunities for testing adaptive control algorithms implemented in current media players as well as developing new ones.
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