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Abstract—Steganography is the art of hiding information within other information in such a way that it is hard or even impossible to tell that it is there. The most popular carriers for steganography are the redundant data of multimedia, such as image, video, audio, and text digital image. Digital watermarking is the practice of hiding a message about a digital image within that image. Modern halftoning algorithms for obtaining a digital binarized image, applicable as a watermark, are discussed. The description of the steganographic system and results of halftoning of the grayscale images are presented. The algorithms of embedding of the halftoned image into grayscale image using the secret key, which provides theoretical and practical secrecy of the stegosystem, and detection, are described. The degradation of the embedded halftoned image by JPEG compression is estimated. From the results of calculations of the chosen distortion measures it has been found that digital watermarks created by using block-based halftoning algorithm has a smallest degradation by JPEG compression, than those obtained by other halftoning algorithms. Thus, the proposed steganographic system provides desired stability to compression and secrecy.

I. INTRODUCTION

Halftoning algorithms transform digital images into binary patterns. They play important role for applications particularly for printing because of any raster image processor (RIP) includes halftoning. There is not unique solution and one can find a large number of proposals [1].

In this paper we are focused on an application of the halftoning algorithms in watermarking. Watermarking techniques widely use the spatial domain for hiding information into the bit plane image [2]. A well known example is Least Significant Bit (LSB) embedding. These techniques need a binary watermark that can be achieved from a grayscale image by halftoning. Indeed, various halftoning algorithms can produce the desired watermarks of different quality that is important for watermarking. The reason is that the user can transform his watermarked image by different ways and several transforms can destroy the embedded data. A natural transformation is storing the digital image in a graphical format, one of the most popular is JPEG. However JPEG performs a lossy compression that introduces degradation into the watermark.

The goal of this paper is to understand if the quality of the binary watermark is important for robustness to JPEG compression and which halftoning algorithm is suitable for watermarking and shows the best results.

The Gray plane (based on Gray codes) watermarking methods has been proposed in [3] and developed in [4], [5], [6]. They showed its resistance to RS analysis (Regular-Singular), the $\chi^2$ attack, and SPA (Sample Pair Analysis). For stegananalysis the SPA watermark detectors may be very efficient [7], however its design is very complicated if the bit planes beginning from the second one are used [8].

Our paper continues the research of embedding and detection methods, presented in [9]. Here we use the representation of grayscale digital image in Gray planes. We apply algorithms of embedding and detection of halftoned image into grayscale image using a secret key. We estimate distortions of the extracted halftoned image, i.e. watermark, with JPEG compression using image quality distortion measures. We focus on the Gray plane watermarking that is robustness to JPEG compression. We have found out that the author’s halftoning algorithm [10] shows good results for different measures.

II. ON SPACIAL DOMAIN ALGORITHMS AND BIT PLANE CODING

A. Natural bit codes

One of the earliest stegosystem to digital image was the system referred to as LSB substitution technique, which is based on the bit plane coding. Natural bit plane coding is the concept of decomposing a multilevel digital image into a series of binary images. The gray levels of an $m$-bit grayscale image can be represented in the form of the base 2 polynomial

$$b_{m-1}2^{m-1} + \ldots + b_12^1 + b_02^0 = \sum_{i=0}^{m-1} 2^ib_i,$$  \hspace{1cm} (1)

where $b_i = 0, 1$.

Thus, $m$-bit binary sequence $b_{m-1} \ldots b_1b_0$ expresses the gray level of a pixel for a grayscale digital image. Based on this property (see [11]), a simple method of decomposing the grayscale digital image into a collection of binary images is to separate the $m$ coefficients of the polynomial into $m$ 1-bit bit planes $B_i$. Each bit plane $B_i$ is a binary image numbered from 0 to $m-1$, and is constructed by setting its pixels equal to the values of the appropriate bits or polynomial coefficients $b_i$ from each pixel in the original image.

Let $F = f(x,y)$ be a $m$-bit grayscale digital image of size $M \times N$. The image $F$ according to formula (1) can be represented in the form

$$F = \sum_{i=0}^{m-1} 2^iB_i.$$  \hspace{1cm} (2)
Steganography researchers used to believe that the least significant bits of an image were an ideal place to embed the hidden data because their modification yields no perceptible loss of quality, and the LSB were completely random in terms of significant bits of an image were an ideal place to embed the data, this hypothesis is incorrect. Westfield and Pfizmann [12] designed a technique to successfully identify sequential LSB embedding method, which based on pair-of-value distributions called $\chi^2$-statistical analysis.

Another approach to image steganography is the spatial domain LSB that replaces the LSB of pixel values with the bits from the hidden bit data. From the point of view of digital image processing, the inherent disadvantage of the natural binary bit planes approach is that small changes in gray level can have a significant impact on the complexity of the bit planes. An alternative decomposition approach, which reduces the effect of small gray level variations, is to first represent the image by one of reflected codes.

### B. Binary reflected codes

A binary reflected code of length $m$ is a sequence of $2^m$ values of the distinct $m$-bit strings (or words) of 0s and 1s, with the property that each word differs from the next in only one position. There are always $2^{m-1}$ $m$-bit sequences. All of them can be obtained by Karnaugh-Veitch map of $m$ variables, given that the binary numbers of minterms located in neighboring cells of the map differ from each other only in one position [13] (note that the cells on the map are adjacent if the corresponding minterms are glued). The map, first proposed by Veitch and modified by Karnaugh, is introduced as systematic approach for simplifying a boolean expression.

You can see Karnaugh-Veitch map for 4-bit reflected code at Fig. 1. Each node of map corresponds to a decimal number. Rows and columns of the map are marked two-digit code: $00 \rightarrow 01 \rightarrow 11 \rightarrow 10$. Columns are encoded by at least two bits of code, and lines by two most bits. To obtain the reflected code it is necessary to successively circumvent all the nodes, moving only horizontals and verticals. Double pass through the node cannot be held, and one cannot move diagonally. Thus, a “walk” through the map will generate a reflected code, since each sequence is different from its adjacent one by a single bit only. Moreover, if we return to the point of origin, we create a cyclic reflected code (note that the Karnaugh-Veitch map is like a toroid).

### C. Gray codes

Although by the implementation of mentioned algorithm, one can obtain many possible reflected codes for any given number of bits, there is one sequence [14], [15], known as the binary reflected Gray code (Gray code for short), highlighted with a bold line at Fig. 1. Such sequences are generated recursively from the next-smaller sequence by reversing the significant bits of an image were an ideal place to embed the a 0-bit, prefixing the entries of the reversed sequence with a 1-bit, and then concatenating the two sequences. Note that the Gray code can be viewed as Hamiltonian path on the hypercube graph and cyclic code correspond to Hamiltonian cycles. The consecutive words have the minimal value of the Hamming distance that equals to 1. The algorithm for converting between the Gray code and the natural binary code turns out to be surprisingly simple to state.

The $m$-bit Gray code $g_{m-1} \ldots g_1 g_0$ that corresponds to the polynomial in (1) can be computed from

$$g_{m-1} = b_{m-1},$$
$$g_i = b_i \oplus b_{i+1}, \quad 0 \leq i \leq m-2,$$

where $\oplus$ denotes the exclusive OR operation. As was mentioned above, this code has the unique property that successive code words differ in only one bit position. Thus, small changes in gray level are less likely to affect all $m$ bit planes. However, the Gray code $g_{m-1} \ldots g_1 g_0$ cannot be interpreted as a set of the coefficients of the polynomial. The values of the bits cannot be substituted into the formula (1) instead of the coefficients $b_{m-1} \ldots b_1 b_0$.

We can convert Gray code to the natural binary code as follows

$$b_{m-1} = g_{m-1},$$
$$b_i = g_i \oplus b_{i+1} = \bigoplus_{j=i}^{m-1} g_j, \quad 0 \leq i \leq m-2.$$  \ \ \ \ (4)

Similar to representation (2) the image $F$ can be decomposed into $m$ Gray-coded bit planes (Gray planes for short) $G_i$, constructed by setting its pixels equal to the values of the appropriate position $g_i$ from the corresponding $m$-bit Gray code $g_{m-1} \ldots g_1 g_0$. Each Gray plane $G_i$ is a binary image.

According to equations (4) we can convert Gray planes to the natural bit plane as follows

$$B_i = \bigoplus_{j=1}^{m-1} G_j, \quad 0 \leq i \leq m-1.$$  \ \ \ \ (5)

Therefore, the image $F$ according to formulas (2) and (5) can be represented in the form

$$F = \sum_{i=0}^{m-1} 2^i \bigoplus_{j=1}^{m-1} G_j.$$  \ \ \ \ (6)
It is known (see [3], [11]) that the high-order bit planes are far less complex than their low-order counterparts. That is, they contain large uniform areas of significantly less detail, business, or randomness. In addition, the Gray planes are less complex than the corresponding bit planes. Changing bit $b_i$ of a pixel in the image $F$ causes a step $\pm 2^{i-1}$ change in its value. Changing bit $y_i$ of a pixel in the image $F$ results in a change of its value in the range $[1, 2^i - 1]$. Therefore, if we change several bits of a pixel belonged to Gray plane representation, the change of the pixel value is scattered in a non-step range unlike bit plane case. E.g., any modification of a Gray plane $G_i$ results in modification of the bit planes $B_0, \ldots, B_i$.

### D. Anti-Gray codes

Another interesting task with respect to construction a binary reflected code of length $m$ is generating a binary code whose consecutive words have the maximum number of bit changes (maximum Hamming distance). Such a code is called an anti-Gray code of length $m$ (see [16], [17], [18]). Gray code can easily be used to generate anti-Gray code. The maximum number of bit changes between 2 consecutive words is the length $m$ (e. g. a word and it’s inversion). There can be $2^m/2 = 2^{m-1}$ pairs of words, that are inversions of each other. A Gray code can be used to sort these $2^{m-1}$ pairs and obtain an anti-Gray code. Since only 1 bit is toggled between 2 consecutive words of a Gray code, there are $m-1$ different bits between the inversion of the first word and the second word itself. It is illustrated at Fig. 2.

![Fig. 2. An example of 3-bit anti-Gray code construction](image)

III. ON SPECTRAL DOMAIN ALGORITHMS AND TRANSFORM CODING

The main strengths of spatial domain algorithms are that they are conceptually simple and have low computational complexities. Embedding of the watermark into cover image is based on the operations like shifting or replacing of the bits. The robustness is the main limitation of the spatial domain watermarking. E. g. LSB algorithm has poor robustness, and watermark can be easily destroyed by filtering, quantization, and etc. Patchwork algorithm based on the statistical characteristics can resist lossy compression and malicious attacks, but the amount of embedded information is limited. For embedding more watermark information one can segment the image, and then implement the embedding operation to each image block. Texture mapping coding algorithm hides the watermark in the texture part of the digital image. It has strong resistance ability to attacks for a variety of deformation, but only suitable for areas with a large number of arbitrary texture images. Thus, embedding the hidden data directly into the spatial domain means that it is quite straightforward to detect that embedding. To counteract this, new algorithms of embedding the hidden data in the spectral domain use transform coding systems based on variety of discrete 2D transforms.

Consider an image $F = f(x, y)$ of size $M \times N$, whose forward discrete transform $T(u, v)$ can be expressed in terms of the general relation

$$T(u, v) = \sum_{x=0}^{M-1} \sum_{y=0}^{N-1} f(x, y) g(x, y, u, v)$$

for $u = 0, 1, \ldots, M - 1, v = 0, 1, \ldots, N - 1$. Given $T(u, v), f(x, y)$ similarly can be obtained using the generalized discrete transform

$$f(x, y) = \sum_{u=0}^{M-1} \sum_{v=0}^{N-1} T(u, v) h(x, y, u, v)$$

for $x = 0, 1, \ldots, M - 1, y = 0, 1, \ldots, N - 1$.

The $T(u, v)$ are known as transform coefficients (see [11]). They can be viewed as the expansion coefficients of a series expansion of $f(x, y)$ with respect to basis functions $h(x, y, u, v)$. The functions $g$ and $h$ are known as the forward and inverse transformation kernels, respectively. They determine the type of transform that is computed and the overall computational complexity and reconstruction error of the transform coding system in which they are employed.

Embedding the hidden data through transform coding systems is much harder to notice from a steganalytical viewpoint than embedding in the spatial domain, as the steganalyst will have to do a bit more digging to find any artifacts of embedding. There are several transforms that could potentially be used to embed the hidden data, e. g. the discrete Fourier transform, the Walsh-Hadamard transform, the discrete cosine transform, the Karhunen-Loeve transform, the discrete wavelet transform, and etc.

In the spectral domain algorithms the original digital image is converted by one of transform coding systems. Then the watermark is embedded in the transform image or in the transform coefficients. Then, the inverse transform is performed to obtain the watermarked image.

IV. ON EMBEDDING AND EXTRACTION OF WATERMARK

A. Halftoning algorithms in watermarking

Halftoning is a process that creates a binary image to reproduce it as a continuous-tone picture by a binary printing device [19]. The goal of all halftoning techniques is to generate an image that is perceptually similar to the original. Various halftoning algorithms can produce the desired watermarks of different quality that is important for watermarking. The reason is that the user can transform his watermarked image by different ways and several transforms can destroy the embedded data.

Instead of the grayscale watermark or binary representation of watermark (not previously halftoned by any halftoning
algorithm), we are encouraged to use the half-toned watermark as an input to stegosystem using given Gray plane with a secret key.

Consider a $m$-bit grayscale digital image $F = f(x, y)$ of size $M \times N$. Let $h(x, y)$ be a processed image (had the same size) obtained by halftoning of the original image.

The halftoning process is described by the equation

$$h(x, y) = H[f(x, y)],$$

where $H$ is binarization transform that assigns the grey level of element $f(x, y) \in [0, 2^m - 1]$ the element $h(x, y) \in \{0, 1\}$.

For obtaining digital binarized image used as watermark we use the block-based binarization algorithm which is related to the methods based on condition of equality brightness, when the brightness of binarized image is equal to the brightness of initial grayscale image. It was shown that mentioned algorithm has high visual quality of output and the best chosen distortion measures [10].

In our work we also use halftoning algorithms presented in the C code with the integrated mex-functions from the book [1]. They were called in MATLAB using the C programming language compiler. Of the algorithms belong to the class of frequency-modulated screening, were chosen as follows: BAYER, using a threshold array, the standard algorithm of Floyd-Steinberg ERDIF, based on dithering using blue noise, modification of the algorithm of Floyd-Steinberg DOTDIF, ULICHEÎNY modification with perturbed weights, LAU mod-ification with adaptive hysteresis. Also for comparison we chose CDOD algorithm performing dithering to form printed dots in the form of clusters belonging to the class of the amplitude-modulated screening algorithms. The size and the frequency of raster, the raster points and form of angle may vary.

B. Embedding and extraction algorithms

We consider embedding of digital watermark as binarized image $W$ into $m$-bit grayscale digital image $F = f(x, y)$ of size $M \times N$ using given Gray plane $G_j$ with a secret key $K$. The key $K$ is a random binary matrix with size equal to size of the watermark $W$. We use an embedding algorithm as follows

$$G_j \rightarrow G_j' = G_j \oplus W \oplus K,$$

(7)

which is a variant of spatial LSB method.

According to representation (6) we obtain a stego image $S$ with a secret key $K$

$$S = \sum_{i=0}^{m-1} 2^i \oplus G_j',$$

(8)

where plane $G_j'$ defined by formula (7).

We embed binarized watermark $W$ into Gray planes and extract it by using not blind detection because this has shown good results for distortion measures and it requires the initial image $F$. In this case the hidden binarized image $W$ may be extracted from the Gray plane $G_j'$ of the stego container $S$ using extraction algorithm as follows

$$W = G_j' \oplus K \oplus G_j.$$

C. JPEG compression

JPEG compression is a commonly used method for reducing the file size of an digital image. Watermarking of JPEG file and its subsequent JPEG compression is known as J2J (JPEG to JPEG) transform [20]. There is not unique solution for J2J and a large number of methods includes a trade-offs between high compression level and watermark degradation.

Compression of digital image $F$ with quality parameter $q$ we describe by mapping

$$F \rightarrow F_q,$$

where $q = 1, 2, \ldots, 100$.

The discrete cosine transform (DCT) is used for JPEG images to transform them into frequencies. Quality parameter $q$ is a weight with which the quantization matrix used by DCT coefficients in the JPEG format. Higher values of $q$ correspond to high quality and the low compression ratio.

Let us consider the scheme of lossy compression. A binary image $W$ is embedded into a Gray plane $G_j$ with a secret key $K$ of a grayscale cover $F$. According to representation (8) the result is an stego image $S$ that is compressed together with the container

$$F, S \rightarrow F_q, S_q.$$

Then we use not blind detection for extraction of watermark $W$. For this procedure we need Gray plane $G_j$ of compressed container $F_q$, Gray plane $G_j$ of compressed stego image $S_q$, and initial (uncompressed) key $K$.

V. EXPERIMENTAL RESULTS AND ANALYSIS

A. Image quality evaluation

The distance between two images $F = f(x, y)$ and $G = g(x, y)$ of size $M \times N$ is determined by the Holder norm, averaged by the number of pixels,

$$||F - G||_p = \left( \frac{1}{MN} \sum_{x=0}^{M-1} \sum_{y=0}^{N-1} |f(x, y) - g(x, y)|^p \right)^{1/p},$$

where $p \geq 1$.

For $p = 1$ it is the mean absolute difference, for $p = 2$ it is the root of mean square difference (RMSE).

On the basis of the Holder distance between two images one can created peak signal to noise ratio

$$PSNR(F, G) = 20 \ln \frac{2^m - 1}{||F - G||_2}.$$  

In statistics the relative entropy known also as Kullback-Leibler divergence is used to establish the difference between two probability distributions of a random variable. Note that the histogram of gray levels (brightness) of image $F = f(x, y)$ is defined by formula

$$p_f(i) = \frac{n_i}{MN},$$

where $n_i$ is the number of elements of image $F$ such that their gray level is equal to $i = 0, 1, \ldots, 2^m - 1$. 

\begin{center}
\textbf{PROCEEDING OF THE 18TH CONFERENCE OF FRUCT ASSOCIATION}
\end{center}

\begin{center}
\textbf{196}
\end{center}
The relative entropy between two images is defined by formula
\[ D(F \parallel G) = \sum_{i=0}^{2^n-1} p_F(i) \log_2 \frac{p_F(i)}{p_G(i)}. \]

The relative entropy is not a distance in the strict mathematical sense because it is in general nonsymmetric and does not satisfy the triangle inequality. Nevertheless, it is often used in steganography and digital watermarking [2].

B. Simulation results

You can see a grayscale container \( F \) at Fig. 3. Grayscale watermark is shown at Fig. 4, and binary watermark \( W \) halftoned by the block-based binarization algorithm is shown at Fig. 5.

![Fig. 3. Grayscale container](image)

![Fig. 4. Grayscale watermark](image)

A binary image \( W \) is embedded in grayscale image \( F \) with key \( K \), which is shown at Fig. 6. The result of embedding into Gray plane \( G_6 \) is an stego image \( S \) shown at Fig. 7. The sixth Gray plane were selected for embedding for clarity in order to show that one can see elements of noise and cannot see watermark at Fig. 7.

![Fig. 5. Binarized watermark](image)

![Fig. 6. Binary secret key](image)

Fig. 5. Binarized watermark

![Fig. 6. Binary secret key](image)

after JPEG compression with level of quality \( q = 70, 80, 99 \) using not blind detection.

C. Analysis

Suggested algorithm of embedding and detection was tested using 36 digital grayscale images from the collection Caprichos, Francisco Jose de-Goya. These images have very complicated texture so they are suitable for using as container. This is of special interest for the level of quality \( q \geq 50 \). We used a set of modern binarization algorithms (DOTDIF, ERRDIF, LAU, ULICHINEY, CDOD, BAYER) and the block-based binarization algorithm to get digital watermark. The following measures of distortion were calculated: RMSE, PSNR and relative entropy.

The block-based binarization algorithm showed comparable to other algorithms results for all measures and it had the least relative entropy. For example, the relative entropy with respect to quality level for all algorithms of binarization is shown at Fig. 11 (black line corresponds to the block-based binarization algorithm).

VI. Conclusion

We have used the representation of grayscale digital image in Gray planes, which are built in Gray codes. We have applied algorithms of embedding and detection of halftoned image into grayscale image using a secret key. We have estimated distortions of the extracted halftoned watermark with JPEG compression using image quality distortion measures. The analysis of halftoned algorithms found that the block-based binarization algorithm shows good results for different measures.
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Fig. 11. Dependence of relative entropy on level of quality parameter $q$ for different algorithms of binarization