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Abstract—image merging is a process
image from multiple. The resulting im
information about the photographed scene
originals. Such an image can be more us
with human or image processing system
performed this task are used in a wide app
computer vision, robotics, medicine, forens
the problem of limited depth of field optica
solved. The article outlines the general p
multi- focus mages, shows the classific
algorithms. In addition, the image distort
blurring formation outside the focal plane w
authors propose an algorithm of forming 
based on cellular automata. The results 
implementation are described in this artic
considered popular methods for assessing 
images from different viewpoints. 

I. INTRODUCTION 
Image merging is used in photo compu

is a sub-field of image processing in wh
images of a scene are combined into a 
image that is more informative and is 
visual perception and for digital processin
the fusion methods based on the input d
process and also based on directly pixels 
general, image obtaining methods can 
four main groups: 

• multi-camera image obtaining; 
• image getting via panorama scene; 
• at different times survey in order 

between them or to synthesize re
objects; 

• with various focal lengths imag
focus method). 

In the main, the methods based on i
various focal lengths can be classified
spatial domain and transformed domain
techniques fusion directly takes place on
At the same time, in transformed dom
images are first transformed into
components. It is noted that image fu
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s of obtaining one 
mage carries more 
e, than each of the 
eful when we deal 

m. Algorithms that 
plying in practical: 
ics, etc. In general, 
l relieving device is 
provisions forming 
cation of existing 
tion process of the 
was examined. The 
multi-focus images 

of the algorithm 
cle. Moreover, it is 

the quality of the 

uting. Image fusion 
hich two or more 
single composite 

more suitable for 
ng. We categorize 
data of the fusion 
processing [1]. In 
be classified into 

to detect changes 
ealistic images of 

ge capture (multi-

image fusion with 
d on two groups: 
n [2]. In the first 
n the pixel values. 
main method the 

o multiresolution 
usion is generally 

carried out at four different lev
primitives: signal level, pixel 
level [3]. 

Signals from different cam
are fused to create a new sign
to-noise rate value than the or
level refers to generating of fu
values are based on the pixel va

Feature-based fusion re
segmentation of various featu
Moreover, the fusion process 
features of the original imag
multiple algorithms are combi
Then the obtained information
the decision rules [4, 5]. 

Notwithstanding, all m
approaches blur the sharp e
effects in the fused image. The 
image fusion is to obtain the fu

II. MULTI-FOCUS IMAG

A. Defocused image mathemati
To describe the distortion

model of an ideal single lens
world optical system may be 
described scheme is shown in F

Fig. 1. Scheme of the ideal single lens 

 
ethod 

vels according to abstraction 
level, feature, and decision 

meras in signal-based fusion 
nal which has a better signal-
riginal. Image fusion in pixel 
sed image in which the pixel 
alues of the initial image. 

quires the extraction or 
ures of the source images. 
is based on those extracted 

es. In decision level fusion 
ined to get the final fused n. 
n is then combined applying 

mentioned above fusion 
dges or leave the blurring 
key challenge of multi-focus 

used image without blurring. 
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ical model of blurring 
ns arising in the image the 
s system is used. Most real-

reduced to the model. The 
Fig. 1: 

 

system 

_______________________________________________________PROCEEDING OF THE 17TH CONFERENCE OF FRUCT ASSOCIATION

ISSN 2305-7254



In this case p – a point object. The 
constructed in optical lens with a foc
distance from the object to the lens is U,
distance from the lens to the image. T
formula is defined as: 

�� � �� � �� 

The camera has got an aperture with
charge-coupled camera located at a dis
lens. Hence, if � � 	, image of the obj
will be a blur with radius, which is calcula


 � ���	 ��� � �� � �	�� 
Sign of the module needs for generali

of the formula � � 	, i.e. matrix closer to
image. The value R may be selected, for i
the pixel size of the sensor matrix. Thus
value of R far and near border and depth o
be found as: 

���� � � ��� � � ���� � � ���  

����� � � ��� � � ���� � � ���  

�� � ���� � �����  

When  � �, accordingly �� �  , ����� � �. Otherwise, when the d
significantly decreases the illumination
variety of practical applications, such a
unacceptable. Besides, in addition to direc
it shifts radially from the main optical a
Even so, mentioned effect doesn’t influe
quality of purposed method and visual 
scene in vast majority of cases [6]. 

B. Generalized image merging algorithm 
Terminology in this field of computati

is not yet established. In a number of sou
image is called as «multi-focused» oth
«overall-focused» or simply «fused». W
adhere to the first mention. 

Multi-focused image is a combination 
of the same scene taken with different f
first and the most important stage of 
techniques are to compute focus value of 
the parts of them. In the better part o

image !" of p is 
cal length f. The 

U, whereas V is the 
herefore, the lens 

(1) 

h the size D. The 
stance S from the 
ject on the matrix 
ated as: 

(2) 

ization to the case 
o the lens than the 
instance, based on 

s, according to the 
of field (��) can 

(3) 

(4) 

(5) 

since ���� � � � 
diaphragm drops 
n image, that a 
as microscopy, is 
ctly blurring of !", 
xis of the system. 

ence essentially to 
perception of the 

ional photography 
urces, the resulting 
er «full-focused», 
e will continue to 

of several images 
focal lengths. The 
all image fusion 
original images or 
of the works the 

mentioned below approaches o
used [7]: 

• Histogram entropy meth
• Energy of image gradien
• Tenengard method, 
• Spatial frequency, 
• Laplacian energy, 
• M2 focus measure, 
• Grey-level variance, 
• Digital cosine transform

(DCT-based). 

At once, pixels with 
measurements, when source 
considered to be in focus and 
fused image. Once the focus 
different fusion rules to fus
selecting the sharp pixels with
the spatial domain to Multi-S
transform image information 
multiscale approximation. The
fusion is shown in Fig. 2 [4]. 

Fig. 2. Scheme of multi-focused image

The last stage: checking 
optional. 

C. Cellular Automata Method 
The proposed algorithm is b

and refers to a group of spatia
images, as well as takes into
image. All stages of the 
Algorithm 1. 

The suggested above metho
multi-focused images with bo
efficiency. It is noticed that th
depends on the situation and th
characteristics of the scene, th
used equipment. Onwards, 
approaches to evaluate the qual

of focus value assessment are 

hod, 
nt, 

m based on focus measure 

greater values of these 
images are compared, are 
selected as the pixels of the 
measure is done, there are 

se the images [8]. One is 
h maximum of focus value in 
Scale decomposition (MSD) 

in the high-frequency via 
e ordinary scheme of image 

 
e merging 

the result of fusion is an 

based on a cellular automaton 
al techniques [9] blending of 
 account the content of the 
method are described in 

od allows merging different 
oth in quality and speeding 
he choice of the parameter � 
he constraints imposed by the 
he object of interest and the 

we will discuss various 
lity of algorithms. 
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Algorithm 1 Multi-focus image fusion b
automata method 
 
1: Focus evaluation computation for eac
of the original images. Matrix #�$%� calc
2: Searching for maximum of foc&'(#�$%� � #)�*�+� for each k from n
3: Threshold matrix binarization #�$%�,#)�*�+�, where , – variable parameter
4: Matrix label creating M in obedience t

-./0 � 1  / 23+4 #./0�$%� 5 6#)�*+/ 78 +43#./0�$%� 9 6#)�*&'( +/ 73+43#./0�$%� 9 6#)
5: Cellular automata method implemen
matrix label in pursuance of the followin

Fig. 3. Block diagram of cellular automata method
of pixels from 8-tuply connected domain around (i
this set 

6: Assignment of a pixel (i, j) in the fina
corresponding to the pixel (i, j) of the

 

III. IMAGE QUALITY ASSESSM

Image quality describes an image
comparison with some ideal image � refe
system, such consideration, can make so
artifacts in the resulting images, hence �
their quality is an important task. All v
and evaluations of image quality can be
large groups: methods based on referen
methods without the use of a reference
processed image is compared with the 
whose quality is considered ideal. The se
that such comparison is not occurred [10].

A. No reference evaluation 
When the reference image is not 

mentioned above case the following metri
the performance of the fused algorithm
aren’t based on the knowledge of pixels [1

based on cellular 

ch pixel in each 
culation 
cus evaluation 

n matrix #�$%� 
 with threshold 
r 
to the rule: �+�3
*�+�)�*�+� (6) 

ntation based on 
ng scheme: 

 
d. Therein N – a set 
i, j), q – a pixel from 

al image values 
e image Mi,j. 

MENT 
e deteriorated in 
erence. Processing 
ome distortion and 
� an assessment of 
variety of methods 
e divided into two 
nce standards and 
. In the first case 
reference image, 

econd way alludes 
. 

available as in 
ics are used to test 

ms. These methods 
11, 12]. 

Entropy  
Entropy is an index to eval

of an image. If the entropy 
fusion, it is an indication that
increased and the fusion perfor

a

b

c

d

Fig. 4. The results of proposed meth
original images, c) label matrix
 

luate the information quality 
value becomes higher after 

t the information quality has 
rmance has improved. 

 
a) 

 
b) 

 
c) 

 
d) 

hod processing: a, b) examples of 
x M, d) multi-focused image 
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Using entropy, the information con
is: 

: � �;!�<� = >?@A !�<�B
.CD  

where G – is the number of gray leve
histogram (255 for a typical 8-bit image)
normalized frequency of occurrence of ea
the histogram of the image. Importantly th
sensitive to noise and other unwanted rapi

Spatial domain  
Spatial frequency [13, 14] measures th

level in a fused image. An assessment is c	� � E
�A � F�A 

here RF and CF are the row frequencie


� � G �-H;;�$�</ I� � $�</ I �J
0CA

K
.CL

F� � G �-H;;�$�</ I� � $�< � �/J
0CL

K
.CA

Mutual Information  
This metric is conceptually close

information [15] in reference metrics; ho
absence of a reference image some chang
� � � — original images, � F – imag
Consequently, the mutual information c
as: �-$�M/ N� � -$��/ M� � -$��/ N

This evaluation represents the similar
original images. There is also a hi
corresponds to a higher quality of the algo

There are more accurate methods fo
similarity between two images based 
 

a) 
Fig. 5. 2D mutual probability density for two pairs

ntent of an image 

(7) 

els in the image’s 
), and p(i) – is the 
ach gray level, i.e., 
hat entropy is also 
id fluctuations. 

he overall activity 
calculated as: 

(8) 

es, determined as: 

���A (9) 

/ I��A (10) 

 to the mutual 
owever, due to the 
es were made. Let 
ge after merging. 

can be determined 

N� (11) 

rity of mutual and 
igh metric value 
orithm. 

or calculating the 
on the idea of  

calculating a cross-entropy, 
computationally costly. 

Divergence or the dista
distribution and the comp
distributions of image pairs c
their similarity. Divergence 
information is the class of f-inf
measures of information are [1

$O � �,�, � ��P;;Q!
ARR
0CD

ARR
.CD

-O � ;;S!T/UO �ARR
0CD

ARR
.CD

VO � ;;S!./0�Q!.!
ARR
0CD

ARR
.CD

Herewith, $O is defined 
reduced to the Shannon mutua
At the same time, -O assigne
α > 1. 

For some above metrics 
elements probability density d
images must be calculated.
evaluated, for instance, via a hi

For two 8-bit single-chann
which has a size of M × N
represented as a two dimensio
255 × 255. 
 

!./0 � ;;W�/ XY $QZ[/\] � / ^_
J

\CL
K
[CL

where3$QZ[/\] – the intensity
(p, q) of X. 

An example of a mutual pro
of images is sho

 
b)

 of images �) Fig. 4a and Fig. 4d b) Fig. 4b and Fig. 4d 

but they are usually more 

ance between the mutual 
position of the marginal 
an be used as a measure of 
action class using mutual 

formation or f-divergence. F-
6]: 

!T/UO!T!U]O`L � �a (12) 

Q!T!0]OSbc (13) 

�!.!0SO!0]O`L  (14) 

whereas α ≠ 0, α ≠ 1 and 
al information in case α = 1. 
ed if 0 ≤α ≤1, � VO – when 

evaluation !./0 – a mutual 
distribution of brightness of 
 This probability can be 
istogram. 

el images X and Y, each of 
N, the value (!./0) can be 
onal histogram, which size is 

� <3'de3$Qf[/\] � I_ghijXkh  (15) 

y of the pixel at coordinates 

obability density for two pairs 
own in Fig. 5.

 
) 
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IV. QUALITY ASSESSMENT 

�. Image database 
To assess the quality of algorithm based on cellular 

automata own database photographed images was formed. 

This database includes four scenes contingently, which 
are called «numbers», «toys», «soldiers» and «robot». The 
example of toys’s scene is depicted in Fig. 4a and 4b at the 
same time the instances of the other scenes are illustrated in 
Fig. 6. 

The images from testing database have following 
characteristics: *.JPG format of storage, 786 × 523 pixels 
resolution, appearance in color (RGB color space), having 8 
bit to pixel. Each of scene is contained from five to eight 
testing image from database. 

An essential part of proposed approach quality 
estimation is to assess temporal characteristics of the 
method, which are corresponded in Fig. 7. 

Thus, it is possible to make a several conclusions based 
on these results. Firstly, the running time is positively 
correlated with the value of the parameter �, indicating that 
the inappropriate usage of high values of the parameter. 
Secondly, this time depends on the image content, while 
maintaining the number of pixels. Moreover, worth noting 
is a substantial reduction in the execution time of the 
algorithm, if Q63 � 3�l]3m?n3��3 � 3 , presumably this is 
due to the peculiarities of implementation. Note that the 
algorithm can be significantly accelerated using parallel 
computing on the GPU, as stage 5 of Algorithm 1, which 
occupies most of the CPU time is performed for each pixel 
independently. 

V. CONCLUSION 
To sum up, usage the mentioned above algorithm allows to 
synthesize of multi-focus image according to the quality 
aspects, which are necessary in a specific task, as well as to 
assess the effectiveness of their applying. It is vital to note 
that merging images used in a wide range of applications: 
cameras image processing, medical, judicial and military 
applications, etc. Synthesis algorithm based on cellular 
automata, developed by a group of authors, is used for the 
fusion of images, which were taken with the camera to 
produce the final image with an extended depth of field that 
allows getting a better view of the considered scene. Most 
effectively proposed algorithm works in the presence of 
sharp boundaries of objects, but this, in turn, leads to the 
appearance of halos around them. In additional to all, the 
developed algorithm shows better results when working 
with scenes in which there are multiple objects at different 
distances from camera. Further development of the 
algorithm is aimed at reducing the impact of artifacts halo 
around the clear boundaries of objects in the scene. The 
most promising way to achieve this result is to use 

Gaussians and Laplace pyramids [17], which allow merging 
the image on the label matrix, which is obtained via 
Algorithm 1. It is also planned to further improve the no 
reference methods for the quality fusion algorithms 
assessment based on information metrics [18]. 

 

 
a) 

 
b) 

 
c) 

Fig. 6. The image samples from testing database �) numbers b) robot c) 
soldiers 
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Fig. 7. Temporal characteristics of the algorithm based on cellular automata method on different testing images 
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