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Abstract—Smart space supports interaction of multiple participants through information sharing. This kind of interaction is indirect and networked. For detection of changes, which come in parallel from other participants, a participant applies the subscription operation. It allows receiving notifications passively on a regular basis. Absolutely dependable delivery of notifications cannot be guaranteed in modern computing environments. In particular, wireless networks are subject to frequent faults, making the subscription operation less reliable for mobile clients in smart spaces. In this paper, we study the problem of active control by a client in receiving subscription notifications. We introduce a simple mathematical model for control the check interval for subscription notifications, which ensures client adaptation to the notification loss rate.

I. INTRODUCTION

The paradigm of smart spaces comes from ubiquitous computing and augments the emerging concept of Internet of Things (IoT). Smart space forms a service-oriented system with the following base functions [1], [2], [3], [4], [5].

• Service construction by dynamic participants based on their interaction through sharing available information and reasoning knowledge over it.
• Service delivery to the end-users through multimodal interfaces from the diversity of user interface devices in the computing environment.

Human (end-users) and non-human (machines, smart IoT objects) participants of a smart space are represented by software agents that run on devices of the IoT-aware computing environment. One of the application development platforms for smart spaces is Smart-M3 [6], which is open source1 and oriented to research prototyping. A smart space agent is also called a knowledge processor (KP).

Let us mention the SmartRoom system [7], [8] as a reference example of a smart space application. The system aims at intelligent assistance (in a specifically equipped room) for such collaborative activity as conferences, meeting, or lectures. Software agents run on computing devices installed locally in the room or on computers accessible in the corporate network and Internet. This paper focuses on the class of agents responsible for personalized service delivery to the end-users. In the SmartRoom example, this class includes mobile clients [9], [10], [11], [12], [13]. They run on such personal devices as smartphones, tablets, or netbooks. Many Smart-M3 applications are now in development where the role of mobile clients become essential. In particular, e-Tourism applications are discussed in [14], [15], [16], [8].

A key mechanism for programming advanced interaction of Smart-M3 based agents is the subscription operation from publish/subscribe systems [17], [18], [19]. Let a mobile client be a subscriber, i.e., it specifies a persistent query to an interested part of the shared smart space content. Whenever the specified part is changed the client receives a subscription notification. Changes are due to parallel activity of other agents, which act as publishers in this interaction. In Smart-M3, each subscription requires its client to establish a network connection. Changes are controlled on the smart space side, and the corresponding notifications are sent to the client, which acts as a passive receiver. Let us call such subscription notifications as passive.

For mobile clients, the subscription operation is affected by losses of subscription notifications. This type of failures is especially common in wireless network settings [20], [21]. In this paper, we study the problem of active control by a mobile client itself for receiving subscription notifications. That is, each client can actively check changes, leading to active subscription notifications. This additional control allows mitigating the consequences of notification losses. On the other hand, frequent checks from the client lead to excessive resource consumption, and the check interval has to be adapted to the current fault rate.

The tradeoff of passive and active notifications can be described formally. We propose a simple mathematical model, which supports an adaptive strategy for a mobile client to determine reasonably the check interval for active notifications. Based on this model, we performed a simulation study. The experiment results indicate that the proposed model outperforms straightforward non-adaptive strategies.

The rest of the paper is organized as follows. Section II introduces the subscription operation for networked interaction of agents in smart spaces. Section III overviews the related work. Section IV considers the fault tolerance problem of subscription in the case of mobile clients and defines the

1Source code is available at http://sourceforge.net/projects/smart-m3 under the BSD license.
key parameters at the client side. Section V presents our mathematical model that describes how a client can adapt its check interval for active subscription notifications. Section VI describes our simulation study of the model efficiency and compares the model with straightforward non-adaptive strategies. Section VII concludes the paper.

II. PUBLISH/SUBSCRIBE IN SMART SPACES

The communication model of publish/subscribe systems is widely used for organizing interactions of multiple networked participants [17], [18], [19]. A typical case is sparse-connected service-oriented systems where a lot of informational sources and destinations are used in parallel and asynchronously. Publish/subscribe systems have proven to be an effective way to deliver information of interest to many receivers, in a proactive style, and as soon as possible.

The roles of interacting participants are divided into publishers and subscribers. A publisher produces some informational content. In smart spaces, typical examples are information sources in the Internet, runtime-generated content from ongoing activity, or data sensed from the environment. If a subscriber is interested in certain content, then it specifies its interest as a persistent query—subscription. Whenever the specified content is changed (by some publishers) the system notifies the subscriber about. A subscriber is primarily interested in content, not in its publisher. A change can affect many subscribers. The specified content can be changed by different publishers. Participating in a smart space, every agent may combine both roles: publisher and subscriber.

From the subscriber point of view, passive subscription notifications are very convenient since they are delivered without explicit control from the subscriber itself. The common way to implement this subscriber-passive delivery is employing an information broker [18]. On one hand, the broker serves update requests from publishers, thus keeping a common information storage (e.g., in the blackboard style). On the other hand, the broker maintains all subscriptions and can map all incoming information broker [18]. On one hand, the broker serves update requests from publishers, thus keeping a common information storage (e.g., in the blackboard style). On the other hand, the broker maintains all subscriptions and can map all incoming information to all participating agents. Latent inter-broker communication is applicable for publish/subscribe systems with a network of information brokers, where failures are due to routing in this network connection. As in case (i), some notifications are not delivered.

In Smart-M3 [6], a broker is called semantic information broker (SIB). For each subscription, the SIB maintains a persistent network connection established by the agent’s request [19], [22]. Knowing the set of all subscriptions, the SIB regularly checks that they are alive, removing any subscription if its network connection is lost. The Smart-M3 platform performs in the best effort style. A notification should be delivered to the subscriber if a related change in the content has happened. Some notifications cannot be sent by SIB due to its overload or operability faults. SIB does not check delivery for already sent notifications. A notification can be sent although the underlying network connection is broken on the subscribers' side. The above properties do not ensure the dependable delivery even if reliable network protocols are used, such as TCP.

For the considered class of mobile clients, the subscription fault tolerance is essentially affected due to the specifics of wireless network communication (Wi-Fi, 3G, etc.). A network connection between the client and SIB for subscription can be aborted on (i) the SIB side or (ii) the client side. In case (i), SIB sends no notification, and the client needs to reestablish the network connection. The unsent notifications are lost since SIB does not use buffering. Case (ii) happens frequently due to the mobile device losses (temporarily) the network access or even switches to another wireless network. No notification the SIB is sending can reach the client, and it needs to reestablish the network connection. As in case (i), some notifications are not delivered.

Both cases we experimentally discovered in the Smart-Room system. The architectural view with emphasis on mobile clients is shown in Fig. 1. First, the fault tolerance of subscription requires solutions for manual and automated network connection recovery by a mobile client itself. For the Smart-M3 case, this problem was considered in [12]. Second, each client needs additional mechanisms for reducing the number of undelivered notifications. The obvious way to solve the second problem is augmenting the passive notification delivery the SIB provides with active control the mobile client performs individually on its own.

Recall that the considered case has certain specifics that must be taken into account in development of the active control solutions. In contrast to many publish/subscribe systems, SIB is a single instance. Subscription delivery is not affected by latent inter-broker communication. Subscribers are mobile and their participation is very dynamic. There can be sporadic periods of burst-like activity. The wireless network quality is also subject of frequent changes, including network connection losses and switching to other networks.

III. RELATED WORK

Pongthawornkamol et al. [20] proposed a quantitative, analytical model to predict the effect of failures and commonly used recovery techniques to the quality of service each subscriber receives. The model estimates each subscriber’s real-time reliability, which is the percentage of events that are successfully delivered to each subscriber on time. The model is applicable for publish/subscribe systems with a network of information brokers, where failures are due to routing in this network. In contrast to our Smart-M3 case, the fault-tolerant mechanisms are mostly intended for implementation on the broker side, e.g., keeping timestamps to detect undelivered notifications or buffering notifications with waiting for explicit delivery acknowledgement.

Shabangu [21] overviewed the problem of guaranteed timely delivery in publish/subscribe systems. A straightforward solution was proposed that supports real-time and guarantee...
delivery of notifications for latest updates. In contrast to our work, that class of solutions requires an additional component to monitor all system updates and to check that subscribers have received notifications.

Baldoni et al. [23] presented an analytical model for measuring the amount of losses on the subscriber side. They considered two delays: the subscription delay and the diffusion delay. Depending on the behavior of these delays, various models for predicting the notification loss can be constructed. Such a model cannot be applied for Smart-M3 mobile clients since the subscription notification loss is not due to inter-broker communication.

In our work, we consider the case when a subscriber (mobile client) spends individually its own resources to actively request the broker for new notifications. The resource consumption is controllable by every subscriber itself due to individual selection of the check interval. The latter is made adaptive to the observable notification loss rate.

IV. Subscription Parameters at the Client Side

Let a mobile client make a subscription: the content of interest is specified and a network connection between the client and its SIB is established (e.g., a TCP connection). Consider the parameters that describe the process of subscription notifications delivery on the client side.

Notifications arrive sequentially to the client. Let \( t \) be the sequence number of a notification the client successfully has received by the subscription. Let \( t_i \) be the time interval between delivered notifications \( i-1 \) and \( i \). When the notification delivery is passive then \( t_i \) is determined by the update rate of specified content and increases when some notifications are lost.

Let \( k_i \) be the observed number of losses in the interval \( t_i \), i.e., between successfully delivered notifications \( i-1 \) and \( i \). Indeed, estimation of \( k_i \) by a client is a self-contained non-trivial problem. We assume that there are some mechanisms. In the simplest case, the client can assign \( k_i = 1 \) if it observes an evident failure, e.g., the TCP connection was broken and then repaired.

Denote by \( \lambda = \lambda_i = k_i/t_i \) the estimation of instant rate for the notification loss. The client is interested in minimizing \( \lambda \). It can be achieved by the client that explicitly queries the SIB and checks for updates. Active subscription notifications appear at the client side. This action produces \( i \), leading to interleaving the passive and active notification delivery in sequence \( i = 1, 2, \ldots \). If active notification detects no update then let \( k_i = 0 \).

With active notifications, \( t_i \) becomes a control variable for the client. Intuitively, selecting small values for \( t_i \) the client tries to receive all notifications, thus \( k_i = 0 \) is almost always and \( \lambda \) approaches zero. On the other hand, too small \( t_i \) leads to frequent requests and make the client overloaded (as well as the SIB and network).

Note that this strategy does not ensure full absence of notification loss. For instance, the SIB can be temporarily unavailable for certain time (e.g., network connection is lost), and \( t_i \) cannot be made smaller than the time of SIB unavailability. Moreover, when many agents operate with the SIB then the high workload due to small \( t_i \) from multiple clients may result in more losses.

Figure 2 illustrates the parameterized subscription process. Informational content of the smart space is updated due to activity of some agents (KP). They publish some information using the SIB. The latter should notify the client whenever the update affects the specified part of content. Notification \( A \) is delivered successfully. When notification \( B \) is sent from the broker to the client, the network connection fails, and notification \( B \) is not delivered. The client successfully receives notification \( C \), computes \( t_i \) and estimates \( k_i = 1 \). To diminish the observed loss of notifications the client makes an explicit check for updates. The check detects that the connection is lost, the client repairs it and then receives notification \( D \) and sets \( k_i = 1 \).

V. Mathematical Model for Control of Notification Check Interval

Let us introduce a simple model that describes adaptive client’s control of check intervals \( t_i \) in terms of observable losses \( k_i \). The model will be used then for constructing an adaptive strategy of the client in active subscription notification delivery. Assume that some initial \( t_0 \) is always defined. Consider the client’s behavior evolving in time as \( i = 1, 2, \ldots \).

Let the client observe no losses in \( t_i \), i.e., \( k_i = 0 \). Then let the client increase \( t_i \) in the following additive style. That is, the client observes indication that the system state becomes good. To save resources, the client makes a moderate increment with a fixed parameter \( \delta \) > 0.

\[
t_i = t_{i-1} + \delta.
\]

The increment is conservative since high increase of \( t_i \) is a clear risk for suffering a burst of losses.

Now let the client have observed certain losses in \( t_i \), i.e., \( k_i > 0 \). The client has to reduce \( t_i \) to decrease the number of losses on the next interval. The reduction is multiplicative since the client is interested in fast achieving \( k_i = 0 \) in the next interval.
When Random strategy when The check interval is always set The strategy follows (3).

Combining (1) and (2) we construct the recurrent system

\[ t_i = a t_{i-1} + (1 - a) \frac{t_{i-1}}{k_{i-1} + 1}. \]  

(2)

Note that (3) is valid for active subscription notifications only. When proactive notification is delivered then \( t_i \) cannot be set by the client.

There are two simple cases of (3) that admit analytical solutions and show the extreme cases for adaptive behavior.

**Case 1 (no loss):** \( k_i = 0 \) for \( i = 1, 2, \ldots \). Given fixed \( t_0 > 0 \) and \( \delta > 0 \) the solution to (3) is

\[ t_i = t_0 + \delta(i - 1), \quad i = 1, 2, \ldots \]  

(4)

Therefore, \( t_i \) grows linearly to infinity. This extreme case shows that when no losses then the client converges to the state without active subscription notifications.

**Case 2 (constant loss):** \( k_i = k > 0 \) for \( i = 1, 2, \ldots \). Given fixed \( t_0 > 0 \) and \( 0 < \alpha < 1 \) the solution to (3) is

\[ t_i = t_0 \left( \frac{\alpha k + 1}{k + 1} \right)^{i-1}, \quad i = 1, 2, \ldots \]  

(5)

Since \( 0 < \frac{(\alpha k + 1)}{(k + 1)} < 1 \) the check interval decreases Multiplicatively to zero. This extreme case shows that the client quickly converges to the case with domination of active subscription notifications. It is worth to note that in practical settings, periods of constant loss are non-scalable, and reduction of \( t_i \) eliminates them.

VI. SIMULATION EXPERIMENTS

For evaluation and comparison of the proposed model for adaptive strategy, we performed simulation experiments.

The client’s adaptive behavior depends on distribution of subscription notification losses. We analyze the following two distributions, where values for \( k_i \) are generated as non-negative integers.

1) Value for \( k_i \) is selected from \([a t_i, bt_i]\) uniformly at random.

2) Value for \( k_i \) follows the Poisson distribution with mean and variance \( \lambda t_i \) for \( \lambda > 0 \).

In our simulation we take \( a = 0 \) and \( b = 0.1 \) for random losses and \( \lambda = 0.05 \) for losses following the Poisson distribution. The dependence of \( k_i \) on \( t_i \) assumes that the number of losses is proportional to the time interval length. That is, both cases are unified such that one notification is lost in every 20 s on average.

Table I summarizes the client strategies we experimented with. The initial value is \( t_0 = 20 \) s, which confirms the intuition that one loss happens on this interval on average.

<table>
<thead>
<tr>
<th>Strategy</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adaptive Strategy</td>
<td>The strategy follows (3), ( a = 0 ) trades off previous and recent observations equally. ( \delta = 20 ) s is equal to the interval for one loss on average.</td>
</tr>
<tr>
<td>Multiplicative decrease</td>
<td>When ( k_{i-1} &gt; 0 ) the check interval ( t_i ) is reduced by two. If ( k_{i-1} = 0 ) then set ( t_i = t_0 ).</td>
</tr>
<tr>
<td>Random selection</td>
<td>Random strategy when ( t_i ) is selected from interval (( a ), ( b )) at random.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( t_0 )</td>
<td>20</td>
<td></td>
</tr>
<tr>
<td>( a )</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>( b )</td>
<td>0.1</td>
<td></td>
</tr>
<tr>
<td>( \lambda )</td>
<td>0.05</td>
<td></td>
</tr>
</tbody>
</table>

**TABLE I. PARAMETERS OF THE EXPERIMENTED STRATEGIES**

Fig. 3. Behavior of the adaptive strategy for uniform and Poisson distributions.

Fig. 4. Comparison of strategies for control of the check interval.

For each distribution of losses we consider the evolution of the client for \( 0 < i \leq 100 \).

Figure 3 shows the client’s control of \( t_i \) with the adaptive strategy of model (3) and for the two distributions of notification losses. The time is shown in seconds, instead of sequence numbers \( i \). The check interval \( t_i \) decreases linearly, although (5) describes multiplicative reduction if time units are \( i \). In random losses, non-zero \( k_i \) appears very likely; it leads to “sawtooth” behavior with big peaks. In Poisson losses, the case \( k_i = 0 \) has high probability, leading to many peaks of smaller size.

The second type of experiments compares different strategies for a mobile client. The experimented strategies are summarized in Table I. All strategies are studied for the Poisson distribution of losses. The distribution parameters are the same as in the previous experiments.

Figure 4 compares the behavior of the strategies. The all non-adaptive strategies result in low \( t_i \), so requiring more resources from the client. The multiplicative decrease strategy leads to high oscillation. We expect that the proposed adaptive strategy behaves even better (compared with the others) if the distribution of losses is time-dependent.

Now consider some efficiency metrics. Let \( k_{\text{avg}} \) be the average number of losses over the entire evolution. Similarly,
$t_{\text{avg}}$ is average length of the check interval.

$$
k_{\text{avg}} = \frac{1}{n} \sum_{i=1}^{n} k_i, \quad t_{\text{avg}} = \frac{1}{n} \sum_{i=1}^{n} t_i.
$$

Intuitively, the client is interested in $k_{\text{avg}} \to \min$ and $t_{\text{avg}} \to \max$. Table II shows a comparison for different strategies. The multiplicative decrease strategy has the worst result in time and the best one in the losses count. It is a result of its semi-adaptive character, when the reduction is fast and interval increase is conservative. Reasonable efficiency shows the random selection and constant check interval. Note that their average efficiency can be essentially degraded if the distribution of losses becomes time-dependent. We can conclude that our adaptive algorithm outperforms the other strategies.

**TABLE II. EFFICIENCY METRICS OF THE EXPERIMENTED STRATEGIES**

<table>
<thead>
<tr>
<th>Metric</th>
<th>Multiplicative decrease</th>
<th>Random selection</th>
<th>Constant check interval</th>
<th>Adaptive strategy</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k_{\text{avg}}$</td>
<td>0.59</td>
<td>1.19</td>
<td>0.89</td>
<td>1.23</td>
</tr>
<tr>
<td>$t_{\text{avg}}$</td>
<td>14.23</td>
<td>19.83</td>
<td>20</td>
<td>28.8</td>
</tr>
<tr>
<td>$\lambda = \frac{k_{\text{avg}}}{t_{\text{avg}}}$</td>
<td>0.042</td>
<td>0.06</td>
<td>0.045</td>
<td>0.041</td>
</tr>
<tr>
<td>$\lambda_{\text{avg}} = \frac{1}{n} \sum_{i=1}^{n} \frac{k_i}{t_i}$</td>
<td>0.078</td>
<td>0.06</td>
<td>0.045</td>
<td>0.043</td>
</tr>
</tbody>
</table>

Figure 5 shows the count of losses ($k_i$) and the response behavior of the adaptive strategy. The distribution of losses is Poisson (cf. Fig. 3). It illustrates how the check interval is adapted in accordance with the number of losses.

![Figure 5](image)
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