ISSN 2305-7254

PROCEEDING OF THE 38TH CONFERENCE OF FRUCT ASSOCIATION

Desktop Application for a Virtual Chemistry Lab
with Computer Vision-Based Interaction for High
School Students

Marlon Llaguento-de-la-Cruz
Universidad Peruana de
Ciencias Aplicadas (UPC)
Lima, Peru
u20201b055@upc.edu.pe

Juan Osorio-Quiroz
Universidad Peruana de
Ciencias Aplicadas (UPC)
Lima, Peru
u201713107 @upc.edu.pe

Willy Ugarte
Universidad Peruana de
Ciencias Aplicadas (UPC)
Lima, Peru
willy.ugarte @upc.pe

Abstract—The integration of computer vision in educational
environments opens new opportunities for interactive and im-
mersive learning. This work proposes a desktop application for
a virtual chemistry laboratory aimed at high school students,
utilizing hand gesture recognition to simulate real laboratory
interactions. Through the development of a proprietary dataset
with multi-action gestures and the training of a convolutional
neural network model, the system enables students to conduct vir-
tual experiments safely, reinforcing theoretical concepts through
practical experiences. This solution promotes active, accessible,
and personalized learning in science education, especially in
contexts with limited resources.

Index Terms—Object Detection, Convolutional Neural Net-
works, Gestures, Pose Estimation.

I. INTRODUCTION

The Peruvian educational system faces serious challenges in
science education, particularly in the area of chemistry, where
over 50% of students perform below the minimum proficiency
level according to PISA tests [1].

This issue is further exacerbated by the precariousness of
educational infrastructure: as of December 2024, the infras-
tructure gap reached $42,355 million, and 16.2% of public
schools were in critical condition, on the verge of collapse
[2].

Furthermore, the Comptroller General of the Republic
warned that 70% of supervised educational institutions did
not receive educational materials at the beginning of the
2024 school year, and over 50% presented severe structural
deficiencies, such as roofs, walls, and floors in poor condition
[3].

In this context, emerging technologies—such as artificial
intelligence, augmented reality, and computer vision—open
new opportunities to strengthen science education.

These tools enable the development of immersive and
interactive environments that facilitate virtual experimentation,
eliminating the need to handle dangerous or costly materials
[4].

Particularly, the use of gesture recognition via computer
vision has proven to be an effective strategy to foster student
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participation and improve learning in educational settings
[51[6].

To achieve seamless interaction in the virtual laboratory, a
gesture detection model based on YOLOvV8 was developed,
trained with deep learning on Roboflow.

This system uses real-time video from a standard camera to
recognize gestures such as “grab,” “pour,” and “stir,” without
requiring physical peripherals.

Libraries like OpenCV, PyTorch, and Pygame were inte-
grated to capture video, process gestures, and display an-
imations. This allows for a more realistic and immersive
experience. The model improves precision and naturalness in
the simulation of chemistry practices.

A key aspect of this work involved the creation of a robust,
proprietary dataset capturing diverse hand gestures in real-
world educational contexts.

The entire work was executed through a structured devel-
opment process, encompassing fundamental research, system
architecture design, intensive data collection, model training,
and rigorous application evaluation.

This work proposes the development of a desktop applica-
tion that integrates computer vision to detect hand gestures and
simulate interactions within a virtual chemistry laboratory.

This solution aims to enrich the learning experience in
schools, increase student motivation, and improve academic
performance in a key discipline such as science.

Our main contributions are as follows:

o« We have developed a desktop application for a virtual

chemistry laboratory that enables active learning through
a computer vision-based hand gesture recognition system.

o We created a robust, proprietary dataset of over 1,000
frames featuring 11 specific laboratory gestures, collected
in a real educational environment with significant varia-
tions in capture conditions.

o We successfully trained a YOLOv8 Pose model that
achieves high accuracy (99.50%) and mAP50 (0.941) in
real-time gesture detection (10.1ms inference latency),
validating our approach for natural and intuitive inter-
action without external peripherals.




ISSN 2305-7254

This paper is organized as follows: Section II reviews related
work on gesture detection and virtual laboratory applications.
Section III describes our main contribution, including the
system’s architecture and relevant computer vision concepts.
Section IV details the experimental protocol, covering dataset
construction, model training, and performance evaluation. Fi-
nally, Section V presents the conclusions, discusses limita-
tions, and outlines future work

II. RELATED WORKS (RW)

In [7], the authors use Mediapipe and propose techniques
such as normalization, introducing the FingerComb block,
improving the ResNet architecture to create the FingerNet
model, and creating a proprietary dataset, all with the aim of
enhancing the accuracy of recorded individual gestures. We,
in contrast, will collect a dataset with multi-action gestures
to train a neural network that will translate into movements
within the virtual environment.

In [8], the authors reframe the gesture detection problem
using a transformer and YOLO-based model, trained with a
loss function focused on samples with gesture centers, utilizing
only the hand skeleton as input. This approach was validated
solely on the SHERC’22 and IPN Hands datasets. Instead, a
convolutional model will be employed alongside a proprietary
dataset, which will be expanded using data augmentation
techniques and combined with other datasets to strengthen the
training process.

In [9], the authors construct a highly variable dataset using
RGB-D sensors and varying factors such as camera angle
and distance, individual participant characteristics, and envi-
ronmental conditions. Twenty participants were involved, and
a dictionary of 10 gestures was defined. In contrast, we will
collect data through short videos taken of students, considering
aspects such as lighting, position, occlusion, and human char-
acteristics. Additionally, data augmentation techniques will be
applied to increase the variability of the dataset and improve
the model’s generalization.

In [10], the authors utilize the IPN dataset, specifically
designed for hand gesture recognition, which includes 13
gestures classified into two functional categories. Videos were
collected from 50 participants across 28 distinct scenarios.
However, this dataset does not align with the objectives of
our model, which focuses on gestures performed in laboratory
environments. Therefore, data will be collected in educational
institutions, taking into account the human characteristics of
students in real learning contexts.

In [11], the authors highlight that the VRChemEd applica-
tion represents a significant advancement in secondary-level
chemistry education by offering an interactive and safe envi-
ronment that overcomes the limitations of traditional methods.
This application facilitates the understanding of chemical con-
cepts through the use of simulations and interactive content,
including didactic quizzes. Similarly, our proposal aims to
promote accessibility and a better assimilation of content,
encouraging experimentation in an immersive virtual environ-
ment that fosters active and safe learning.
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III. MAIN CONTRIBUTION

In this section, the main concepts of our work are presented.

A. Context/Background/Overview

Our objective is to develop a desktop application for a
virtual chemistry laboratory that utilizes a computer vision
model to enable experimentation and active learning.

Definition 1 (Gamification [12): ] Gamification is under-
stood as the use of game design elements in non-game con-
texts, with the aim of increasing student motivation and par-
ticipation, particularly in digitized educational environments.

Example 1: In the virtual laboratory, gamification will
stimulate students to correctly complete chemical mixtures,
encouraging repetition and exploration of experiments.

Definition 2 (Pose Estimation [13): ] Pose Estimation is
the process of detecting and localizing key anatomical points
(such as joints or body parts) in images or videos within a
two-dimensional space.

In our virtual chemistry laboratory, this technology enables
the tracking of hand gestures to simulate interactions like
pouring liquids or manipulating equipment.

Example 2: During the virtual practice, the system recog-
nizes the student’s hand position and movement towards the
instruments, which activates the animation without the need
for a mouse or keyboard.

Definition 3 (Object Detection [14): ] Object Detection [14]
is a computer vision technique that localizes and classifies
objects within an image using bounding boxes.

Example 3: The palm detector processes RGB images (see
Figure 1) and generates square bounding boxes around the
hands, ignoring non-rigid aspects like articulated fingers. This
allows for isolating regions for subsequent gesture analysis.

|dos 63%

pinzas 55%

Fig. 1. Hand Detection
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Definition 4 (Gesture Detection [14): ] Gesture Detection Example 4: Fig. 4 illustrates how finger flexion (accumu-
[14] is the process of interpreting hand movements or postures  lated angles between landmarks) translates into gestures such
by means of key points (landmarks). as ’pinch’ or ’x’.
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TABLE I. PERFORMANCE COMPARISON BETWEEN YOLQO VERSIONS

Models Authors Datasets #Samples Accuracy(%)
CNN 0. Yulius et al. [9] ASL datasets 30526 96.30
CNN N. HERBAZ et al. [10] Personal datasets 1000 98.70
YOLO-v3 A. Mujahid et al. [7] Personal datasets 216(train)/ 15(test) 97.68
YOLO-v4 Zhuowen Zheng [15] self-built datasets 2450 97.80
YOLO-v5 Proposed approach Personal datasets [14] 1500 97.99
YOLO-vé Proposed approach Personal datasets [14] 1500 98.40
YOLO-v8 Proposed approach Personal datasets [14] 1500 99.50

B. Method in Windows environments, ensuring ease of deployment and

The virtual Chemistry laboratory is a desktop application
based on the following design choices. For the front-end, we
opted to use Pygame to display results and control the virtual
environment. The back-end is based on PyTorch and OpenCV
for model execution and video capture. The YOLOv8 model
is trained in Roboflow, as illustrated in Fig. 2.

Fig. 3 presents the architecture of the Virtual Chemistry
Laboratory, composed of the following main components:
Graphical Interface, Gesture Detector, Video Capture, Game
Logic, and Roboflow.

In this system, Pygame is responsible for displaying the
interactive environment with which the user can interact.
Specifically, beyond rendering the environment, Pygame also
serves as the direct interface with the student. On the screen,
the user interacts with a virtual laboratory bench displaying
flasks, test tubes, and other instruments. Each recognized ges-
ture is immediately translated into a real-time animation—for
example, a “grasp” gesture triggers the action of picking up a
flask, while a “pour” gesture simulates liquid transfer between
containers. This design provides an immersive experience
through instant visual feedback, without the need for Aug-
mented Reality (AR) or Virtual Reality (VR) headsets. Instead,
the system prioritizes a 2D accessible interface, combining
gamification elements (points, achievements, and levels) with
the direct manipulation of virtual objects, ensuring usability
in educational contexts with limited resources. The prototype
was implemented as a desktop application for Windows, given
its widespread availability in Peruvian educational institutions
and the stable support of Pygame, PyTorch, and OpenCV in
this environment. This choice also ensures offline functional-
ity—crucial in areas with limited Internet access—while main-
taining portability for future adaptations to Linux, macOS, or
web-based platforms.

The prototype was developed as a desktop application
for Windows due to its widespread availability in Peruvian
educational institutions, where most computer laboratories
and student devices rely on this operating system. Addi-
tionally, Pygame, PyTorch, and OpenCV offer stable support
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reproducibility. Choosing Windows also allows the system
to function offline, a critical factor in contexts with limited
Internet access. Nevertheless, the Python-based architecture re-
mains portable, allowing future adaptations for Linux, macOS,
or even web-based platforms.

OpenCV captures real-time video from the camera and
provides the frames to the detection model. Subsequently,
PyTorch executes the YOLO-trained gesture detection model,
which analyzes each frame to identify specific gestures. Based
on these detections, the Game Logic interprets the user’s ac-
tions and generates responses within the virtual environment.

Although the system was designed to operate under limited
computational resources, the prototype was tested on a ma-
chine equipped with an AMD Ryzen 5 4600H processor, 16
GB of RAM, an NVIDIA GTX 1650 GPU, 1 TB of storage,
and an HP TrueVision HD Camera (1280 x 720 resolution
at 30 fps). These specifications ensured stable real-time exe-
cution. However, further research is required to establish the
minimum hardware requirements, such as the lowest supported
CPU/RAM configurations and the minimum camera resolution
necessary to maintain accurate gesture detection.

It is worth noting that Roboflow was used solely for model
training and preparation; therefore, it is not part of the system’s
real-time execution.

As shown in Fig. 5, the system begins with real-time
Video Acquisition, where images are captured from the user’s
camera.

These images are then sent to the Frame Processing module,
which is responsible for adjusting the visual data to be
compatible with the detection model.

Subsequently, the frames are analyzed by a customized
YOLOv8 module, specifically trained to recognize relevant
postures and gestures within the educational context.

The detections produced are interpreted by the Decision-
Making Logic, which determines the corresponding action
based on the identified gesture.

This decision translates into On-Screen Motion Animation,
providing immediate visual feedback to the user.
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Finally, these interactions allow for the execution of simu-
lated Chemical Experiments, where the user can manipulate
virtual reagents, materials, or instruments through gestures,
creating an immersive, safe, and intuitive educational experi-
ence.

Table II shows the movements designated for model retrain-
ing in Roboflow.

The listed gestures are essential for guiding the retraining
process. This focused approach ensures targeted improvements
in gesture detection accuracy.

TABLE II. GESTURE LIST

Gesture
grab glass
grab spoon
two
trigger
palms
pinch
stir
release spoon
release glass
one
X

IV. EXPERIMENTS

In this section, the choice of the YOLOv8 model is justified,
primarily considering precision metrics such as accuracy and
mean average precision (mAP).

YOLOvVS demonstrated superior performance, achieving an
accuracy of 99.50% when trained with a proprietary dataset,
which supports its suitability for object detection tasks in this
work [15] (see Table 27?).

As observed in Table I, the mAP (mean Average Precision)
metric, provided by the official YOLO website for the different
variants of the v8 model, is key for evaluating performance in
object detection tasks.

This metric reflects both the precision and recall capabilities
of the model and allows for an objective comparison of
improvements across versions.

A notable advancement is evident in version 8 compared
to its predecessors (v7, v6, and v5), consolidating it as a
more precise and efficient option for computer vision applica-
tions[15].

A proprietary dataset was developed through video col-
lection at the YMCA Rimac school branch, where hand
movements of high school students from 1st to 5th grade,
including both male and female students, were captured.

During the recording process—represented in Figure 6
factors such as lighting and camera angles were carefully
considered to ensure the diversity and representativeness of
the dataset.

Furthermore, in compliance with Law No. 29733 — Personal
Data Protection Law (Peru), the collection and processing
of data strictly adhered to ethical and legal standards. All
recorded information, including images and biometric data
related to students’ gestures, was anonymized and safeguarded
to protect privacy.
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Fig. 6. YOLOVS performance chart vs. previous versions

This variety allows for training more robust models adapt-
able to different environmental conditions.

This step is fundamental to ensure that the model accurately
learns the characteristics of the gestures, as each frame is
manually marked with its corresponding class, which allows
for generating consistent and high-quality annotations.

@ Annotation Editor £ O

dos

Fig. 7. Manual labeling process in Roboflow for each video frame

Once the meticulous labeling process was completed, a
specific distribution of frames was obtained for each of the
11 gestures defined in our dataset.

Table III illustrates this distribution, detailing the number
of frames associated with each laboratory gesture. This dis-
aggregation is essential for targeted model training, ensuring
that every crucial movement in the virtual environment has
adequate representation in the dataset.

The model training was conducted in a Colab Pro environ-
ment, leveraging its computational resources to optimize the
process.

The detailed performance results of the YOLOvS model,
evaluated on a total of 1237 images and 1215 instances, are
summarized below in Table IV.
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TABLE III. DISTRIBUTION OF FRAMES PERGESTURE
IN THE DATASET

Gesture No. Frames
grab glass 576
grab spoon 673
two 515
trigger 538
palms 434
pinch 678
stir 658
release spoon 268
release glass 424
one 470
X 986

Speed: 0.2ms preprocess, 10.1ms inference, 0.0ms loss,
1.8ms postprocess per image

These detailed results confirm the model’s robustness, with
an overall mAP50 of 0.941 and an mAP50-95 of 0.684.

Particularly high performance is observed for gestures such
as 'palms’ (mAPS50: 0.995) and "x’ (mAPS50: 0.988), indicating
an excellent detection capability for these categories.

The low processing latency, with 10.1ms of inference per
image, ensures a real-time response crucial for the virtual
laboratory’s interactive experience.

For a comprehensive evaluation of the YOLOv8 model’s
performance at a class level, a confusion matrix was employed,
which is presented in Figure 8.

This graphical tool is fundamental for visualizing the effec-
tiveness of a classifier, breaking down the number of correct
and incorrect predictions for each gesture category.

Values along the main diagonal indicate instances that were
correctly classified (true positives), while values outside this
diagonal denote classification errors, where an instance of
one class was incorrectly assigned to another, thus precisely
identifying the confusions the model experiences between
specific gestures.

Confusion Matrix Normalized
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V. CONCLUSIONS AND PERSPECTIVES

Our main contribution lies in the creation of a robust, pro-
prietary dataset, collected in a real educational environment,
encompassing over 1,000 frames with significant variations in
capture conditions, and the successful training of a YOLOvVS8
Pose model.

This model has demonstrated remarkable accuracy of
99.50% and an overall mAP50 of 0.941 in detecting 11
specific laboratory gestures, operating with a low inference
latency (10.1ms per image) that ensures a fluid, real-time
user experience. These results validate the effectiveness of our
approach for natural and intuitive interaction, eliminating the
need for additional peripherals.

The implementation of this virtual laboratory represents a
significant advancement towards a more active, immersive, and
accessible chemistry learning experience.

By offering a safe environment for experimentation, our
system not only reinforces theoretical concepts through simu-
lated practice but also fosters student motivation and interest
in sciences, contributing to close existing educational gaps,
especially in contexts with limited resources.

While the obtained results are highly promising, we ac-
knowledge certain limitations that pave the way for future lines
of research.

Evaluating the pedagogical impact in a long-term study with
real student control groups is an essential step to quantify the
effect on academic performance and knowledge retention.

Furthermore, expanding the dataset to include a greater
diversity of users and environmental conditions, as well as
integrating more complex or combined gestures, could further
enhance the model’s robustness.
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