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Abstract—Challenges associated with detecting facial image
modifications have become even more significant due to advances
in photo editing software and image generation techniques. This
paper presents a comprehensive comparative analysis of artificial
intelligence models for detecting facial image modifications,
including retouching, makeup, and digital manipulation. The
research examines a broad spectrum of approaches, including
traditional hand-crafted facial image features alongside deep
features that are extracted through convolutional neural net-
works. It also explores different detection techniques, ranging
from classical machine learning algorithms to advanced deep
neural network architectures. Additionally, the study considers
the use of principal component analysis for feature dimension-
ality reduction and its impact on detection. The experimental
results demonstrate the advantages of ensemble methods and
deep features in improving the accuracy of facial modification
detection. The findings have practical implications for developing
image authentication and fake detection systems in the field of
digital forensics and visual content quality control.

I. INTRODUCTION

Photo editing and the use of filters have become widespread,
particularly in social media posts. Retouching and beauty
filters enable users to smooth skin texture, eliminate blemishes,
and much more. Platforms like Instagram, TikTok, Snapchat,
and others dedicate substantial resources to developing fea-
tures that assist users in creating visually attractive content.
Additionally, users utilize augmented reality (AR) filters and
artificial intelligence (AI) technologies for photo enhancement.

We can note that over 50-70% of young people report using
AR beauty filters and applications to enhance their photos [1],
[2]. While many individuals enjoy the creative expression that
filters provide, there is a growing concern about the long-term
effects on mental health and self-esteem [3], [4]. Continuous
exposure to beautified images can create a skewed perception
of beauty, making unfiltered appearances seem less acceptable.

Concern on the part of governments has led to a number
of countries now having laws requiring digitally retouched
photographs to be labeled as “edited photographs” or ‘“re-
touched image”. For example, in Israel, Norway, and France,
any commercial image that has been digitally altered must
carry a similar warning [5]. The advertising industry is also
introducing a number of bans on the use of filters to alter
faces. For example, in 2020, the UK Advertising Standards
Authority (ASA) introduced a rule requiring public figures
to disclose the filters or retouching used when advertising
cosmetic products [6]. In a number of other countries, there are
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currently ongoing discussions on defining responsible behavior
related to the digital modification of images on media.

Also, any user on social networks can appear as a com-
pletely different person by changing not only their age but
also their gender in a photo. This becomes fertile ground
for online fraud. Concerns about filters are also relevant for
users of online dating services. These scams often involve
creating deceptive profiles that misrepresent individuals’ true
appearances and identities, making it easier for fraudsters to
manipulate victims emotionally and financially [7].

Facial modifications can also compromise user privacy when
used to trick AI models and facial recognition tools [8]. For
example, distorting facial landmarks makes deepfakes more
difficult to detect, making it easier for attackers to use these
technologies for unethical purposes. Filters can significantly
alter biometric features, complicating tasks like face recog-
nition and classification. Faking images creates significant
security risks for biometric authentication systems [9], [10].

Thus, while facial modification technologies offer creative
and privacy-preserving opportunities, they also present signifi-
cant risks that need to be addressed. The development of robust
detection methods and ethical guidelines is crucial to mitigate
these dangers and ensure responsible use.

Detecting facial retouching poses distinct challenges com-
pared to other types of image manipulation because beautifica-
tion is typically subtle and intended to look natural. Moreover,
the wide variety of retouching techniques and tools makes
detection more complex. Al-based detection methods have be-
come the leading approach for identifying these manipulations,
as they can learn the statistical patterns and artifacts introduced
during the retouching process [11]-[25].

We note that we are only considering facial modifications in
the digital realm, and do not take into account the application
of physical makeup or plastic surgery.

In this paper, we propose to compare different artificial
intelligence models for detecting facial modification in photos.
To do this, we test both individual machine learning and deep
learning models and their ensembles on the MakeupWild [26]
and B-LFW [27] datasets. Comparison of different types of
features and classifiers allows us to determine their perfor-
mance and identify the most effective combinations that are
good at detecting modifications in data from different sources.
Classifier ensembles, in turn, combine the strengths of indi-
vidual models and reduce the likelihood of misclassification.
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Our contributions are as follows:

o Comprehensive comparison: The study provides a
large-scale comparative analysis of many facial modifica-
tion detection models, incorporating a variety of feature
extraction and classification methods. Unlike approaches
that focus on either a single feature type or a single classi-
fier, our study systematically considers and tests multiple
approaches in a single experimental environment.

o Impact of feature space dimensionality: We conduct
an experiment by applying principal component analysis
(PCA) to different feature sets to study how dimension-
ality reduction affects facial modification detection.

o Incorporation of ensemble methods: We use model
ensembles to analyze how they affect the accuracy of
detection compared to individual classifiers.

o Advances in digital forensics: Our study expands the
knowledge base in image authentication and manipulation
detection by providing a comprehensive analysis of state-
of-the-art methods and datasets, which contributes to
improved defense against deepfakes.

The paper is organized as follows. Section II reviews related
work and datasets. Section III proposes a methodology for
analyzing Al models for facial image modification detection.
Section IV presents experiments to evaluate the performance
of the models. Section V includes the discussion. Section VI
concludes the study.

II. RELATED WORKS
A. Modification Detection

In the field of artificial intelligence, facial image manipu-
lation detection is typically considered a binary classification
problem. Trained models are used to classify between original
images and manipulated ones. Feature extraction involves
transforming raw face images into a reduced feature space
that preserves the most discriminatory information.

Early efforts to detect facial retouching and beautification
relied on conventional (traditional) machine learning tech-
niques, which extracted hand-crafted features from images
before classification. One of the most popular methods in this
area is the support vector machine (SVM). Bharati et al. [11]
use SVMs in combination with restricted Boltzmann machine
(RBM) to classify images as original or retouched. Rathgeb
et al. present an SVM-based retouch detection system that
analyzes spatial and spectral features extracted using Photore-
sponse Numerical Non-Uniformity Analysis (PRNU) [17] and
texture descriptors, facial landmarks, and deep face representa-
tions [18]. Local binary patterns (LBP) are extracted as texture
features. While these traditional machine learning methods
provided foundational approaches to retouching detection, they
have gradually been superseded by deep learning techniques
that can automatically learn relevant features from data. Rasti
et al. [14] extract makeup color features such as average skin
tone (AST) and texture using histogram of directional gradient
(HOG). The authors also use principal component analysis
before classification using SVM.
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Convolutional neural networks (CNN) are the most com-
monly adopted for extracting deep image features. CNNs offer
significant advantages in detecting facial retouching compared
to earlier methods, primarily due to their ability to learn
complex features and patterns from images. Akhtar et al. [19]
provide a comparative analysis of widely used CNN archi-
tectures such as VGG16, SqueezNet, DenseNet, ResNet, and
GoogleNet for facial manipulation detection. The authors also
analyze which manipulations are the least and most difficult
to detect: changes in hairstyle, tattoos, and glasses are easy
to spot, while age manipulations and facial feature corrections
are more difficult to detect.

Together with an SVM classifier, CNNs models are used
in Jain et al. [13], Kotwal et al. [15], Rathgeb et al. [18],
Hedman et al. [21] and Sharma et al. [23]. The authors also
use well-known convolutional network architectures for face
recognition, such as LigthCNN, ResNet50 and others. Also,
Hedman et al. [21] use the XGBoost classifier. Typically, such
deep neural networks are pre-trained for face recognition, for
example, on ImageNet [28] or VGGFace2 [29] datasets.

Also, a fully connected layer (FCL) of a convolutional
neural network can be used as a classifier. Thus, Wang et
al. [16] present an approach to detect facial deformation ma-
nipulations performed with Adobe Photoshop using a Dilated
Residual Network variant (DRN-C-26). Majumdar et al. [22]
discuss the use of deep learning models, specifically ResNet50
and XceptionNet, for detecting retouched and altered facial
images. Sheth and Vora [24], [25] apply ResNet50 and VGG16
models with transfer learning to detect facial retouching.

CNNs can also be the basis for two neural network archi-
tectures, the autoencoder (AE) and the generative adversarial
network (GAN). The first is typically used for image recon-
struction and data compression, while the second is used for
generating new images. For example, Bharati et al. [12] use a
sparse autoencoder for feature extraction in conjunction with
an SVM classifier for demography-based retouch detection.
Alzahrani et al. [20] use a convolutional autoencoder to
detect makeup.

B. Image Datasets

Sources of modified image data may also include studies
aimed at the task of recognizing faces using retouching and
makeup [27], [30] and the problem of makeup transfer [26],
[31] or transfer of face attributes [13], [32]. Their authors also
use various programs and generative models to create images.

As input for modification, researchers often use pub-
licly available face image datasets, such as the Collection
B of Notre Dame database (ND-Collection B) [33], CA-
SIA Near infrared vs. Visible light (NIR-VIS) 2.0 face
database [34], cross-spectral cross-resolution video dataset
(CSCRYV) [35], CelebFaces Attributes (CelebA) dataset [36],
Open Images dataset [37], Face Recognition Technology
(FERET) database [38], Face Recognition Grand Challenge
(FRGCv2) dataset [39], Milborrow/University of Cape Town
(MUCT) face database [40], FairFace dataset [41], Labeled
Faces in the Wild (LFW) database [42] and others.
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TABLE I. FACIAL IMAGE MODIFICATION

DATASETS
Dataset g::i%; Makeup Bxﬂ(ti;ﬁaiz?ri{{lgss AR-filers Obtaining Tool Initial data Access
ND-IIITD Retouched Face Database [11] 4875 v v Manual PortraitPro Studio Max ND-Collection B On request
ND-Collection B,

Multi-Demographic Retouched 3600 v v Manual BeautyPlus, CASIA-NIR-vsVIS v2,  On request
Faces (MDRF) [12] PortraitPro Studio Max CSCRV
Dataset by Jain et al. [13] 18 000 Auto StarGAN CelebA Private
Dataset by Wang et al. [16] 1110000 v Auto Adobe Photoshop Open Images Open

e ente . . 147712 v Manual AirBrush, FotoRus, InstaBeauty, = FERET Private
Datasets by Rathgeb et al. [17]. [18] 144032 v Manual ~ Polarr, YouCam Perfect FRGCv2 Private
Deepfake MUCT dataset [19] 9608 Manual FaceApp MUCT Private
Makeup Wild [26] 3834 v Auto PSGAN Own Open
FairBeauty [27] 108501 v v Auto OpenFilter FairFace Open
B-LFW [27] 13000 v v Auto OpenFilter LFW Open
LFW-Beautified [21] 34592 v v Auto Instagram API LFW Open
CelebAMask-HQ [32] 30000 Auto MaskGAN CelebA On request

TABLE II. Al MODELS FOR DETECTING FACIAL IMAGE

MODIFICATIONS
Feature Manipulation  Pre-trainin; Experimental
Ref.  Year Extraction Detgction Data ¢ pData Accuracy
[11] 2016 RBM SVM ND-IIITD 87.10%
[12] 2017 AE SVM MDRF 95.00%
[13] 2018 CNN SVM ND-IIITD 99.65%
CelebA based 99.73%
[14] 2018 AST, SVM YMU 97.50%
HOG,
PCA
[15] 2019  LigthCNN SVM AIM 93.35%
YMU 93.88%
MIW 96.10%
MIFS 93.27%
[16] 2019 DRN-C-26 FCL ImageNet Open Images based 99.80%
[17] 2020 PRNU SVM FRGCV2 based 86.30%
[18] 2020 LBP, SVM FRGCV2 based 88.29%
ResNet50 FERET based 91.84%
[19] 2020 CNN FCL MUCT 96.25%
VGG16 FCL ImageNet 94.98%
SqueezeNet FCL 97.33%
DenseNet FCL 99.42%
GoogLeNet FCL 92.17%
ResNet183 FCL 99.33%
[20] 2021 VGGI17 AE ImageNet YMU 88.33%
[21] 2022  ResNet34, SVM, CelebA, LFW-Beautified 95.30%
ResNet50, XGBoost VGGFace2
SqueezeNet
[22] 2022  ResNet50 FCL ImageNet ND-IIITD 50.21%
XceptionNet  FCL 56.22%
[23] 2023 CNN SVM ND-IIITD 99.84%
YMU 83.70%
[24] 2024  ResNet50 FCL ImageNet ND-IIITD 98.52%
[25] 2024 VGGIl6 FCL ImageNet ND-IIITD 98.08%

Separately, we can highlight such datasets as Age Induced
Makeup (AIM), YouTube Makeup dataset (YMU), Makeup
in the Wild (MIW) and Makeup Induced Face Spoofing
(MIFS) [15]. These datasets were obtained by extracting
images from videos with manual makeup application and from
makeup images from the Internet.

Table I contains the description of the most popular datasets
of modified facial images. We define the size of the dataset,
the type of modification (makeup, beautification, attribute
manipulation, or AR-filters), the method and tool of obtaining,
the initial data, and the access to the dataset.

Table II describes Al models from relevant research. We
present face feature extraction methods, Al models for mod-
ification detection, a dataset for pretraining these models, a
dataset for testing the models, and the detection accuracy.

In this study, we propose the broader analysis of facial
image modification detection models, including ensemble
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models. Unlike prior works that focus on a single type of
feature (e.g., only deep features or hand-crafted features), this
study systematically combines diverse feature representations:
LBP, HOQG, facial landmark extraction, and deep features. We
also consider the role of PCA in modification detection. As
classifiers, in addition to SVM, we also propose to use random
forest (RF) and gradient boosting (GB). For deep features, we
use a fully connected layer of the Al model.

III. METHODOLOGY

Fig. 1 shows the proposed scheme of AI model analysis
for facial image modification detection. Explanations for the
symbols in the scheme are given below in the text. The analysis
involves several key steps: (1) image preprocessing; (2) feature
extraction; (3) principal component analysis; (4) Al model
training; (5) image modification detection.

A. Image Preprocessing

Let us denote the input array of facial images as X, =
{x1,z2,...,2,}, where n is the number of images, x is the
individual image.

Each image has a width w and a height h. By preprocessing,
the input image is a numerical array: ., « 5. Image preprocess-
ing typically includes color transformations, normalization,
resizing, cropping, noise removal, and others. These transfor-
mations can be combined depending on the task and the type
of model used.

B. Feature Extraction

There are many methods for extracting features from a face
image [43], [44]. Among the main groups of feature extraction
techniques, we can distinguish:

1) geometric-based (encode the shape and spatial relation-
ships between facial components such as the eyes, nose,
and mouth by measuring distances and angles);
appearance-based (focus on the overall visual properties
of the face) like LBP and HOG;

3) deep learning-based (automatically learn the most dis-
criminative features directly from the data);

hybrid (combine the strengths of different feature ex-
traction methodologies).

2)

4)
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Fig. 1. Al model analysis for facial image modification detection

Using the feature extraction method ¢ allows us to transform
the image matrix into a feature vector V,,, (m is the length of
the vector) or a feature matrix Fj,,, xm, (m; is the number of
rows of the matrix, msy is the number of columns).

Then the resulting array of facial images can be transformed
into a two-dimensional array:

¢ Xn = Vixm,
or a three-dimensional array:
¢ : Xn — FnXlemz'

Based on the conducted research review, we propose the
methods described below for extracting image features.
To obtain two-dimensional (2D) feature vectors, we use:

o local binary patterns (LBP) to determine the texture:

LBP

¢LBP( wxh

(D

where p is the number of circularly symmetric neighbor-
ing given points, r is the circle radius, m; = w, mq = h;
o 3D face landmarks (FL):

" (@wxn, L) = 2)

where L are parameters of the facial landmark detection
detector, [ is the number of landmarks, m; = [, my = 3.

Twxhy Py T) =

LMarks

Ix3 ’

To obtain one-dimensional (1D) feature vectors, we use:

o local binary patterns histogram (LBPH) to determine the
texture distribution of a face image:

LBP

LBPH
QS ( wxh

d) _ VLBPH

3)

where d is the number of histogram cells, m = d;
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o histogram of oriented gradients (HOG) descriptor to
describe the distribution of intensity gradients:

¢HOG( :anj-LIOG’

“4)

where b is the number of orientation cells, ¢ is the cell
size, cc is the number of cells in each block, m = w - h;
o deep features of face images:

(ZSCNN(ZthvHP) - VgNNa

Twxh ba ¢, CC)

®)

where H P are the CNN parameters, m is the size of the
last convolutional layer (the number of output features).

C. Principal Component Analysis

One-dimensional image features can be furthered pre-
processed using principal component analysis (PCA):

pca(vnxma k) = anka

where k is the number of components to keep.

Principal components capture the maximum variance in
the data, which often reduces noise and redundancy while
retaining most of the important information. Using PCA can
help us potentially improve the performance of the model by
removing correlated or less informative features.

(6)

D. Al Model Training

Next, we pass the resulting array of features to the input
of a classifier based on machine learning. The purpose of
classification is to predict the label y:

)
®)

[L(Vm,HP) =Y,
ﬂ(Fm1Xm27HP) =Y,

where H P are the classifier parameters.
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Classifiers can be either traditional machine learning models
such as support vector machine (SVM), random forest (RF),
gradient boosting (GB) or deep models such as multilayer
perceptron (MLP). In the case of CNN, the classifier can be
a fully connected layer of a neural network.

E. Image Modification Detection

In case of binary classification, the label determines whether
the face in the image is modified or not. In case of multiclassi-
fication, the specific type of modification (retouching, makeup,
etc.) is also determined. Let us denote the set S of known
categories of face images when modified, including originals:
S ={s1,...,8:}, y €5, where z is the number of categories.

In ensemble classification, the results for each individual
model are fed into a decision module that determines the final
category of the image. We propose using weighted voting as
a decision-making method. The weight of a particular model
is determined during the training and testing phases.

The weighted vote count for class s; € S is:

M
Wi(si) =Y wj- 1l = si], ©)
j=1

where M is the number of classification models, w; is the
weight of the j-th classification model, 1[] is the indicator
function (1 if the condition is true, O otherwise).

The final predicted image class is the one with the highest
weighted vote:

y = argmax Ve (z).
ses

(10)

The evaluation of models in the ensemble is based on such
quality metrics of face modification detection as accuracy
(ACC), precision (P), recall (R) and F-measure (F'1).

To identify significant differences in the obtained metrics,
the Friedman test is used. For a model, we rank the results
across different data sets, then calculate the Friedman statistic
(Q), which is compared with the critical value of the Chi-
square distribution (x2): if Q is higher, then the models are not
equal to each other. We also calculate the p-value as P(y? <
@), which is compared with the critical significance level «
equal to 0.05.

IV. EXPERIMENTS
A. Datasets

As experimental facial image datasets, we use Makeup-
Wild [26] and B-LFW [27].

MakeupWild dataset is created using the PSGAN makeup
transfer generative model and contains 384 images of faces
with makeup and 334 images without makeup. The image
size is 256x256. Fig. 5 shows an example of makeup and
no makeup images from this dataset.

B-LFW is a beautified version of the LFW dataset, designed
to study and evaluate facial recognition systems. Modifications
were made using OpenFilter, a framework for applying AR
filters available on social media platforms. We use both
original LFW images and modified B-LFW images in the ratio
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(a) Makeup image (b) No makeup image

Fig. 2. Example images from the MakeupWild dataset

ot

(a) Orginal image

(b) AR filter image

Fig. 3. Example images from the B-LFW dataset

of 52:48, respectively. We refer to this entire dataset as B-LFW
in the text below. The number of images is 25233, the size
is 112x112. Fig. 5 shows an original and AR filter-changed
images from this dataset.

B. Al Models

To implement the proposed model analysis, we create a
software prototype in Python 3.11 using keras, mediapipe,
scikit-image, scikit-learn, and other libraries.

We need to note that the hyperparameters for the models
listed below are selected based on theoretical analysis of
relevant works, including publications related to the models. In
this paper, we do not consider the hyperparameter optimization
as it’s beyond the scope of the current study, and will be a
continuation based on the current experiments.

For LBP and HOG extraction, we use the skimage library.
The methods are run with the following parameters — LBP: p
=15 r=3;LBPH: p=15,r=3,d =17, HOG: b =9, ¢ = §,
cc = 3. Thus, for the LBP histogram, PCA is applied with the
parameter number of components £ = 15, and for the HOG
vector k£ = 100.

For facial landmarks, we use the MediaPipe library. Face
landmarker uses the model FaceMesh [45], which outputs an
estimate of 478 3D facial landmarks. The architecture of this
model includes a MobileNetV2 convolutional neural network
with custom blocks for real-time processing.

Fig. 4 shows examples of feature extraction from a facial
image in the MakeupWild dataset.

Deep features are extracted using convolutional neu-
ral network models pretrained on the ImageNet dataset
and provided in the keras applications library. For com-
parison, we selected the Xception [46], EfficientNetB3
(EffNetB3) [47], EfficientNetV2B3 (EffNetV2B3) and Effi-
cientNetV2S (EffNetV2S) [48] models.
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Fig. 4. Feature extraction examples
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(c) HOG image

(d) Face landmarks

TABLE III. Al MODELS FOR
EXPERIMENTS

Feature Extraction

Classification

» Name LBPH LBP HOG FL Xception EffNetB3 EffNetV2B3  EffNetV2S ‘ PCA ‘ SVM RF GB MLP CNN FCL
1 LBPH-SVM v v

2 LBPH-PCA-SVM v v v

3 LBPH-RF v v

4 LBPH-PCA-RF v v v

5 LBPH-GB v v

6 LBPH-PCA-GB v v v

7 LBPH-MLP v v

8 LBPH-PCA-MLP v v v

9 LBP-CNN v v

10 HOG-SVM v v

11 HOG-PCA-SVM v v v

12 HOG-RF v v

13 HOG-PCA-RF v v v Y

14  HOG-GB v 4

15  HOG-PCA-GB v v v

16  HOG-MLP v v

17 HOG-PCA-MLP v v

18 FaceMesh-CNN v v

19 Xception v v
20  EffNetB3 v v
21 EffNetV2B3 v v
2 EffNetV2S v v
23 ens-EffNet v v v v
24 ens-Model v v v v v

For classification models based on traditional machine
learning, we use the following hyperparameters:

e SVM: regularization parameter C = 1, kernel = ’'rbf’,
degree = 3, kernel coefficient gamma = ’scale’;

e RF: the number of trees n_estimators =
min_samples_split = 2, split criterion = ’gini’;

o GB: learning_rate = 0.1, the number of boosting stages
to perform n_estimators = 100, max_depth = 3.

100,

Hyperparameters of the MLP model for 1D features:

o number of layers: n_layers = 2,

o number of units on layers: units = [512, 256];
o hidden activation function: ReLu;

o output activation function: sigmoid.

Hyperparameters of the CNN model for 2D features:

o number of convolutional blocks: n_blocks = 3;

o number of units on layers: conv_units = [256, 128, 64];
o number of units on fully-connected layers: fcl_units = 64;
o size of a convolutional filter: kernel_size = 3;

o hidden activation function: ReLu;

« output activation function: sigmoid.
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The fully connected layer for pretrained models includes
units = 512. The number of training epochs for the MLP model
is 100, the batch size is 128. The number of training epochs
for all CNN models is 100, and the batch size is 32.

C. Results

Table III contains the description of 24 obtained Al models.
Model ensembles are denoted as "ens-". Model 23 combines
pre-trained EfficientNets models. Model 24 merges LBP-CNN,
FaceMesh-CNN and modEfficientNetV2S models.

Table IV contains the results of evaluating the effective-
ness of Al models for detecting image modifications for the
MakeupWild dataset, and Table V contains the results for the
B-LFW dataset. The best results are highlighted in bold.

Fig. 5 shows the accuracy of modification detection on the
MakeupWild dataset, and Fig. 6 — on the B-LFW dataset. In
these figures, the accuracy values for the models are ranked
from highest to lowest to visualize better results.

Table VI shows the results of the Friedman test calculations
for the obtained metrics. The number of degrees of freedom
for x2 is 23 (one less than the number of models).
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TABLE IV. PERFORMANCE OF IMAGE MODIFICATION DETECTION ON

MAKEUPWILD
ens-EffNet ] 0.999
Ne Name ACC P R F1 LBP-CNN 10.999
T LBPH-SVM 0.792 0842 0.730 0810 ens-Model 10.978
2 LBPH-PCA-SVM 0806 0.827 0.744 0.783 EffNetV2B3 0.938
4 LBPHPCARE 0819 0012 0744 0820 EANGtV2S
5 LBPH-GB 0.812 0.899 0.756 0.821 Hgfgﬁfg ‘]00;91371
6 LBPH-PCA-GB 0.833 0903 0.793 0.844 :
7 LBPH-MLP 0688 0.66 0886 0.757 LBPH-PCA-MLP 10.882
8 LBPH-PCA-MLP 0882 0853 0.892 0.872 HOG-PCA-SVM 10.868
9  LBP-CNN 0.999  0.999 0.999 0.999 Xception 10.833
10 HOG-SVM 0.833 0.857 0.835 0.846 HOG-RF 10.833
11  HOG-PCA-SVM  0.868 0.969 0.785 0.867 HOG-SVM 10.833
12 HOG-RF 0.833 0.857 0835 0.846 LBPH-PCA-GB 10.833
13 HOG-PCA-RF 0.806 0.823 0.823 0.823 LBPH-RF 10.833
14 HOG-GB 0.806 0.793 0.873 0.831 HOG-PCA-GB 10.819
15 HOG-PCA-GB 0.819 0.835 0.835 0.835 LBPH-PCA-RF 10.819
16 HOG-MLP 0917 0873 0954 0912 LBPH-GB 10.812
17 HOG-PCA-MLP 0.743 0.818 0.684 0.745 HOG-GB 10.806
15 Xeton | 0831 0% 0911 0850 HOG-PCA-RF 0505
ception . . . . ~ _
20  EffNetB3 0931 0941 0914 0.928 Liz?e;ﬁ_?@ﬁ “ gzgj
21  EffNetV2B3 0938 0.969 0.900 0.933 LBPHLSVM 10790
22 EffNetV2S 0931 0929 0929 0.929 :
23 ens-EffNet 0.999 0.999 0999 0.999 HOG-PCA-MLP 10.743
24 ens-Model 0978 0975 0983 0.979 LBPH-MLP 10.688
0.2 0.4 0.6 0.8 1

TABLE V. PERFORMANCE OF IMAGE MODIFICATION DETECTION ON

B-LFW

Ne Name ACC P R F1
1 LBPH-SVM 0.767 0.763 0.745 0.754
2 LBPH-PCA-SVM  0.789 0.788 0.765 0.777
3 LBPH-RF 0.782 0.778 0.761  0.769
4 LBPH-PCA-RF 0.791 0.793 0.762 0.777
5 LBPH-GB 0.779 0.776  0.757 0.766
6 LBPH-PCA-GB 0.788 0.792 0.754 0.773
7 LBPH-MLP 0.700 0.624 0950 0.753
8 LBPH-PCA-MLP 0.864 0.855 0.858 0.859
9 LBP-CNN 0.985 0.996 0971 0.984
10  HOG-SVM 0.968 0.967 0.966 0.967
11  HOG-PCA-SVM 0.933 0933 0927 0.930
12 HOG-RF 0.908 0.920 0.888 0.903
13 HOG-PCA-RF 0.850 0.869 0.812 0.839
14  HOG-GB 0.932 0940 0918 0.929
15 HOG-PCA-GB 0.841 0.857 0.806 0.831
16 HOG-MLP 0.966 0.964 0962 0.963
17  HOG-PCA-MLP 0.938 0.920 0949 0.934
18  FaceMesh-CNN 0.986 0.971 0.999 0.985
19 Xception 0.833 0.756 0971 0.850
20  EffNetB3 0.852 0.853 0.828 0.840
21  EffNetV2B3 0974 0973 0973 0973
22 EffNetV2S 0.980 0.978 0981 0.979
23 ens-EffNet 0.990 0.989 0.990 0.990
24 ens-Model 0.989 0976 0982 0.978

TABLE VI. FRIEDMAN TEST RESULT FOR CLASSIFICATION

MODELS
Metric X2 Q p-value o

ACC 35.172  36.560 0.036 < 0.05

P 35.172 35.238 0.049 < 0.05

R 35.172  39.844 0.016 < 0.05

F1 35.172  37.329 0.030 < 0.05

Fig. 5. Accuracy of modification detection on MakeupWild dataset
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Fig. 6. Accuracy of modification detection on B-LFW dataset
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V. DISCUSSION

The obtained results demonstrate high performance of the
considered models for detecting facial image modifications,
including both generated makeup effects and augmented re-
ality filters applied to images. On the MakeupWild dataset,
F-measure ranges from 74.5% to 99.9%, and on the B-LFW
dataset, from 75.3% to 99%. The remaining metrics, such as
accuracy, precision and recall, have a value of at least 74.5%.
The results of the Friedman test demonstrate that the obtained
differences in the values of these metrics are statistically
significant. In particular, we note the differences in the models
in terms of classification recall with a smaller p-value = 1.6%.

We can note that ensembles of models show improved
performance. For example, the ensemble of pre-trained models
modEfficientNetB3, modEfficientNetV2B3 and modEfficient-
NetV2S (model 23) shows a better result than these models
individually. This suggests that combining different neural
network architectures enables the ensemble to leverage specific
strengths and capture diverse feature representations.

Also, the ensemble of models that uses different features
(model 24) has a higher efficiency than models based on
individual features. This model combines the selection of
geometric-based (the three-dimensional shape and structure of
the face), appearance-based (skin texture and color) and deep
(hidden patterns and regularities of facial image) features. This
highlights the importance of multi-faceted feature representa-
tion in improving the detection of subtle facial modifications.

The extraction of deep features using pretrained models is
most preferable (models 20, 21 and 22). EfficientNet models
are highly effective in image classification tasks due to the
optimal balance between various neural network parameters.
Among the hand-crafted features tested, LBP combined with
a CNN classifier (model 9) yield the best performance. HOG-
based models (models 10-17) also achieve strong results and
generally outperform LBP-based (models 1-8). These features
better capture texture and edge information that can indicate
image alterations.

The use of PCA improves the detection performance of
facial modifications in a number of cases (models 1 and 2,
5 and 6, 7 and 8, 10 and 11, 14 and 15 for MakeupWild
dataset; models 1 and 2, 3 and 4, 5 and 6, 7 and 8 for B-LFW
dataset). PCA is particularly effective in extracting meaningful
patterns from LBP histograms of facial images by reducing
noise and emphasizing discriminative components, thereby
enhancing the classifier’s ability to detect modifications.

In summary, these results highlight several findings:

o deep learning-based approaches utilizing pretrained mod-
els provide superior feature representations for detecting
facial image manipulations;

o combining multiple model architectures and feature types
into ensembles can significantly boost performance of
facial image modification detection;

« careful feature engineering techniques such as LBP and
HOG combined with dimensionality reduction methods
like PCA remain valuable tools in this domain.

196

PROCEEDING OF THE 38TH CONFERENCE OF FRUCT ASSOCIATION

We should also describe some limitations of the Al models:

o limited generalizability when trained on certain types of
modifications and image forgeries;

o dependence on the quality and quantity of training data;

« vulnerability to adversarial attacks;

« uninterpretability of modification detector decisions.

Our future research areas include studying the interpretabil-
ity and explainability of facial image manipulation detection,
including previously unknown modifications. To explaination
we can use approaches such as feature importance analysis,
visualization of importance maps, local explanations, and oth-
ers. We also plan to consider the possibility of generalizing the
models to advanced deepfakes that go beyond beautifications.

VI. CONCLUSION

In this paper, we compare different AI models for facial
modification detection that employ both traditional and deep
feature extraction. We find that while hand-crafted features can
be effective for detecting makeup, retouching, and AR filters,
they often lack the flexibility and generalization capabilities
provided by convolutional neural networks.

The research evaluates various classifiers, including SVM,
random forests, gradient boosting, and deep neural networks.
Ensembles, which combine multiple classifiers or features,
are particularly effective, leveraging their mutual strengths.
We also show that implementing PCA reduces computational
complexity without significantly reducing performance.

We can note that an approach combining deep feature
extraction, dimensionality reduction, and ensemble learning
offers a promising path to developing robust facial modi-
fication detection systems. This is of high importance for
combating disinformation and ensuring the integrity of digital
content. In future work, we plan to also consider the possibility
of detecting different types of facial modifications, including
those with explainability. We also plan to explore the possi-
bility of detecting unknown types of manipulations.
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