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Abstract—In this work, we propose a large language model
(LLM)-based approach for parsing Russian bibliographic refer-
ences into structured components. We thoroughly assess current
approaches, from rule-based techniques to machine learning and
deep learning parsers, and point out their drawbacks when used
with the Russian bibliography. These drawbacks are caused by
issues including non-standard formatting, transliteration incon-
sistency, and Cyrillic script, in addition to the lack of annotated
Russian datasets. On the other hand, LLMs are highly suited
for low-resource tasks, since they exhibit remarkable flexibility
to multilingual contexts and attain excellent accuracy even in
zero-shot and few-shot scenarios. We evaluated the performance
of multiple LLMs on a custom Russian bibliography dataset,
achieving good performance with Fl-scores above 80%. The
results of our study demonstrate that LLMs are a viable and
efficient approach to bibliographic parsing in languages with
limited resources.

I. INTRODUCTION

Extracting bibliographic data is a fundamental task in digital
libraries, academic knowledge management, and information
retrieval [1], [2]. In order to facilitate automated literature
analysis, metadata enrichment, and citation indexing, refer-
ences are parsed into structured elements including authors,
titles, journals, publication years, and volumes. In limited envi-
ronments, conventional methods—from manually constructed
regular expressions to machine learning models trained on an-
notated datasets [3]—have proven successful. However, their
general usefulness is limited because they often have trouble
generalizing across languages, topics, and different citation
styles.

In particular, processing bibliographic entries in Russian
presents unique challenges due to a combination of linguistic,
formatting, and resource-related factors [4]. Existing parsers
are largely developed for English-language references and are
heavily tailored to standardized citation formats (e.g., APA,
MLA, Chicago). Citation formats in Russian publications de-
viate from commonly accepted international approaches. This
can include differences in punctuation, author name ordering,
journal title abbreviations, and the presence or exclusion of
specific information fields. Moreover, the majority of open-
source bibliographic parsing tools were created for English-
language data and are ineffective at handling Cyrillic input,
which results in incorrect classifications and parsing errors.
The lack of large annotated datasets for Russian bibliographies
limits the possibility of training supervised models, making the
task considerably more complex than its English counterpart.

128

Recent developments in large language models (LLMs)
offer a new approach to solve this task. In natural language
comprehension, LLMs demonstrate good zero-shot and few-
shot capabilities, which makes them well suited for problems
with high format variation and little labeled input. The contri-
bution of the paper can be summarized as:

o Propose a method for interpreting Russian bibliographic
references based on LLMs.

o Analyze the drawbacks of previous parsing tools and
highlight the impact of LLMs in low-resource and mul-
tilingual bibliographic parsing tasks

The rest of the paper is divided as follows: Section II ex-

plores previous tools used to parse bibliography descriptions.
Section III describes the custom dataset used in this research.
Section IV introduces the LLM-based approach followed to
parse bibliographic descriptions. Section V presents the ex-
periments conducted on the data. Section VI shows the results
achieved by the LLM models with comprehensive comparison.
Section VII concludes the paper.

II. RELATED WORK

For many years, researchers have been studying the auto-
matic parsing of bibliographic references, and their work has
developed in parallel with developments in machine learning
and natural language processing. This section examines the
main reference parsing paradigms, emphasizing the enduring
difficulties that drive our LLM-based methodology, especially
in a multilingual setting.

Initially, manual rules and heuristics were used in automated
bibliographic parsing attempts. To find structural clues in a
citation string, such as punctuation, keywords (such Vol.”
and ”pp.”), and numerical patterns for years and page num-
bers, these systems usually employed regular expressions and
pattern-matching algorithms. This method served as the basis
for processing structured formats such as MARC data and for
early digital library systems [5]. These techniques were made
possible by the creation of specific programming languages for
text processing [6]. Nevertheless, there are serious problems
with the rule-based paradigm. It is extremely fragile; even
a slight departure from the intended format might lead to
the failure of the parsing process as a whole. The process
of developing and maintaining the complex rule sets needed
to accommodate a wide variety of citation styles is time-
consuming and prone to mistakes. Additionally, these methods
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are not appropriate for diverse and changing scholarly data
since they do not generalize effectively across languages or
new, unseen citation forms.

Researchers used machine learning to reframe reference
parsing as a sequence labeling task in order to overcome the
limits of rule-based systems. This framework assigns a label to
each token (word or character) in the citation string that corre-
sponds to a bibliographic field (e.g., B-AUTHOR, I-AUTHOR,
B-TITLE). Hidden Markov Models (HMMSs) and Conditional
Random Fields (CRFs), which were more effective and went
on to become the standard for many years because of their
capacity to absorb a large number of features, were among
the first models in this area [7] [8]. Additional advancements
were made with the introduction of deep learning. Long-range
dependencies in the text were better captured by Recurrent
Neural Networks (RNNs), especially those with Long Short-
Term Memory (LSTM) or Gated Recurrent Unit (GRU) ar-
chitectures. By learning deep contextualized representations of
text, Transformer-based models such as BERT (Bidirectional
Encoder Representations from Transformers) have lately raised
the bar [9]. On benchmark datasets, these models can be opti-
mized for sequence tagging and achieve excellent accuracy. In
order to improve performance, recent research has continued to
improve these techniques, for example by introducing prompt-
based learning and contrastive learning [10]. These supervised
machine learning techniques, in spite of their achievements,
are all dependent on the requirement for large, higher-quality,
manually annotated training datasets. The development of such
aresource is a major constraint, particularly for languages with
limited resources and no extensive bibliographic databases.
This “data scarcity” issue has been the main obstacle to
creating efficient Russian parsing systems.

A paradigm change in natural language processing has
been brought about by the development of LLMs such as
GPT models and its successors [11]. These models, which
have been trained on web-scale text corpora, gain a general
comprehension of syntax, semantics, reasoning, and world
knowledge that can be applied to new tasks with little task-
specific information [12]. This has been proven in a number
of complex fields, such as scientific research [13], education
[14], and medical [15].

The main benefit of LLMs for tasks like bibliographic pars-
ing is their capacity to function in a few-shot or even zero-shot
scenario. One can direct the LLM to generate structured output
from an unstructured input string by giving it a well-crafted
prompt that contains a task description and a few examples.
This method directly addresses the primary constraint for low-
resource languages by avoiding the requirement for a sizable
labeled dataset. Because of their pre-trained understanding
of literary patterns and structures, which they can apply to
the particular format of a bibliographic reference, LLMs are
effective at such information extraction tasks.

Even though NLP has advanced significantly, much of this
improvement has been focused on English. When faced with
the linguistic and stylistic diversity of other languages, the
majority of parsing tools and datasets are ineffective because
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they are English-centric. The Russian language presents a par-
ticularly challenging case due to its unique citation styles, rich
morphology (such as case endings that alter the form of words
and names), and Cyrillic script. The design of such systems
should also take into account at least the standards GOST 7.1-
2003 [16], GOST 7.0.5-2008 [17] and GOST 7.0.100-2018
[18] as reference models for the structure of bibliographic
elements.

Research on extracting fields from Russian-language bibli-
ographic descriptions relies on regular expressions and gram-
mars, including the use of the Tomita parser for metadata
extraction from full-text publications [19]. Here up to 86.7%
of records are reported as correctly extracted and highly
formalized fields (e.g., ISBN) are recognized most reliably
. However, such methods are highly sensitive to variability in
GOST formatting.

Previous Natural Language Processing (NLP) studies on
Russian have often emphasized the necessity for resources and
models customized to the language. New datasets frequently
have to be created from scratch for studies in named entity
recognition and sentiment analysis [20] [21]. Fortunately, the
most recent generation of LLMs has been trained on large,
varied corpora that contain significant quantities of Russian
material, making them more and more multilingual. These
models have performed well on a variety of Russian natural
language processing tasks [22], indicating that they may be
able to handle the more difficult task of bibliographic parsing.

A study [23] presents a systematic comparison of open-
source systems for field extraction from bibliographic ref-
erences, evaluating ten parsers (including GROBID, CER-
MINE, ParsCit, etc.) in both out-of-the-box and retrained
settings. The results indicate that machine-learning approaches
substantially outperform rule-based methods in recall, with
GROBID showing the strongest baseline performance, and that
retraining on domain-specific data can further boost accuracy
(e.g., CERMINE improving from F1 0.83 to 0.92).

In this section, we highlighted the methods used for bibli-
ography parsing from rule-based to machine learning models.
Although these techniques have advanced for English, there
is still no reliable, low-cost, and precise way to parse Russian
bibliographic references. The absence of extensive annotated
data needed to train specialized models has been the main
challenge. This paper aims to fill this gap by utilizing the
capabilities of modern LLMs for this task. We propose that
LLMs’ few-shot learning capability and inherent multilingual
knowledge offer a straightforward and practical answer to the
bibliography parsing of Russian references.

III. DATASET DESCRIPTION

Bibliographic description is a key tool in scholarly commu-
nication and library-information activities. International and
national standards regulate the rules for formatting references
and source descriptions.

The dataset used in this study contains bibliographic de-
scriptions of various types of publications. It includes books,
book chapters, periodicals and their individual articles, and
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collections of articles. The dataset is based on a more general
dataset entitled “Pushkiniana: Bibliography of Scholarly and
Critical Works Dedicated to A. S. Pushkin” [24]. It provides
a complete summary of materials devoted to the works of
Alexander Pushkin. Since the main body of sources consists
of Russian-language publications issued in Russia, the dataset
is presented in a format close to the Russian bibliographic
description standard GOST 7.0.100-2018 [18]. After minor
adaptation, the results can also be applied to other bibli-
ographic description standards, since all of them are built
around common principles. An overview of the standards is
presented below.

The following sections provide a detailed analysis of the
standards: APA [25], MLA [26], ISO 690:2010 [27], ISBD
[28], BIBFRAME [28], and GOST 7.0.100-2018 [18].

A. Citation Styles Description

1) APA (American Psychological Association) style: is a
citation style widely used in the social and behavioral sciences.
The latest edition (7th) was published in 2019 [25]. It is char-
acterized by a strict citation structure and focus on readability.
In-text citations follow the author—year format. The reference
list is arranged alphabetically. Mandatory elements for APA
are author, year, title, publisher. For electronic sources DOI or
URL should be provided.

2) MLA (Modern Language Association) style: is a citation
style applied in the humanities, especially in literary and
cultural studies. The latest edition (9th) was issued in 2021
[26]. It emphasizes transparency and flexibility: references
contain all elements necessary to identify the source, regard-
less of medium. In-text references follow the author—page
principle. Mandatory elements: author, title, container (journal,
book, website), publisher, publication date, page numbers (if
applicable).

3) Harvard referencing style: also known as the au-
thor—date system, is one of the most widely used referencing
methods in academia, particularly in the UK and Common-
wealth countries. It requires in-text citations with the author’s
surname and year of publication, and a corresponding refer-
ence list arranged alphabetically [29]. While not governed by
a single official manual, it follows consistent principles similar
to ISO 690. Mandatory elements in references are author, year,
title, source (journal, book, or website), publisher, place of
publication.

4) ISO 690:2021: is an international standard regulating
references and bibliographic descriptions [27]. It supports
three methods: author—year, numeric, and notes. It establishes
order of elements, punctuation, and sequence. It applies to
print, electronic, and audiovisual resources. Mandatory el-
ements in ISO 690:2010 are author, year, title, place of
publication, publisher. For electronic resources: access date
and URL.

5) ISBD (International Standard Bibliographic Descrip-
tion): international rules developed by IFLA (International
Federation of Library Associations and Institutions). The con-
solidated edition dates from 2011 with updates in 2021 [28].
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Its purpose is to unify bibliographic descriptions in library
catalogs, ensuring interoperability and data exchange. ISBD
defines nine areas:

1) Content form and media type

2) Title and statement of responsibility

3) Edition

4) Material or resource-specific details

5) Production, publication, distribution

6) Physical description

7) Series and multipart resources

8) Notes

9) Resource identifier and terms of availability

Mandatory elements in ISBD are title, statement of responsi-
bility, resource identifier (e.g., ISBN).

6) BIBFRAME (Bibliographic Framework): is a metadata
model developed by the Library of Congress to replace the
MARC format [30]. It is based on Semantic Web and Linked
Data principles. The main entities are: Work (intellectual
creation), Instance (publication), and Item (physical copy).
Additional entities include Agent, Subject, and Event. The
standard enables integration of bibliographic information into
global information networks. Mandatory elements are classes
Work (author, title), Instance (publisher, date), Item (identifier
of the copy - DOI or URL).

7) GOST 7.0.100-2018: is the latest version of Russian
national standard harmonized with ISBD [18]. It replaced the
previously valid GOST 7.1-2003 and has been applied since
July 1, 2019 for all types of bibliographic lists, including scien-
tific works. It regulates bibliographic descriptions of all types
of documents. Three levels of completeness are defined: short,
extended, and full descriptions. It specifies strict punctuation
and order of elements. Mandatory elements are title, statement
of responsibility, edition, physical description including year,
book title, volume, issue, page numbers, resource identifier
(ISBN, DOI).

All the reviewed standards aim at ensuring correct de-
scription of sources, yet their scope and level of detail dif-
fer (see Table I). APA and MLA target scholarly writing,
ISO 690 provides international unification, ISBD and GOST
are used in library cataloging, while BIBFRAME represents
a new paradigm of bibliographic metadata integration into the
Semantic Web (see Table II). Despite the strictness of the
standards due to their complexity these standards are usually
soften in real usage.

From the complete set of 55,000 records in [24] dataset,
about two thousand were selected, representing various types
of publications. Each bibliographic record was manually di-
vided by two experts in the field of bibliography into individual
fields that constitute the entry, such as: authors, title of the
work, book or series title, publisher, place of publication (or
more cities), year of issue, edition number, information about,
editors and pages.

IV. APPROACH

Our approach parses Russian bibliographic references into
structured fields by utilizing large language models (LLMs).
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TABLE I. MANDATORY FIELDS OF BIBLIOGRAPHIC DESCRIPTION

STANDARDS
Standard Mandatory fields / elements
APA Author, year, title, publisher.
MLA Author, title, container, publisher,
publication date, pages.
Harvard Author, year, title, source, pub-

lisher, place of publication.
Author, year, title, place of publi-
cation, publisher.

ISO 690:2021

ISBD Title, statement of responsibility,
resource identifier (ISBN, etc.).
BIBFRAME Work (author, title), Instance (date,

publisher), Item (copy).

Title, statement of responsibility,
edition, year, book title, volume,
issue, page numbers, identifier.

GOST 7.0.100-2018

When given a clear task description, LLMs can complete this
work with little modification, in contrast to rule-based systems
like supervised parsers that need a large number of hand-made
rules or annotated training data.

A. Prompt Design

We frame bibliography parsing as a structured extraction
problem and use prompts to instruct the model about the
correct approach to identify entities. Each prompt included:

1) Task Description — A detailed explanation of the pars-
ing objective, emphasizing that the input is an unstruc-
tured bibliographic entry (raw text representing the bibli-
ography reference) and the output should be a structured
JSON-like format (describing the bibliography parts).

2) Entity Schema — A predetermined list of labels that
could be used to indicate different parts of a biblio-
graphic reference: AUTHOR, TITLE, BOOK_TITLE,
ORGANIZATION, VOLUME, EDITOR, ADDITION,
PUBLISHER, PLACE, YEAR, PAGES, SERIES

3) Examples — Few-shot examples of the desired behavior
of parsing. These examples included both the expected
structured output and the unformatted bibliographic text.
These examples explain the task to the model in an
informative way and formulate what we expected to do.

Figure 1 shows an example of the prompt we used. It should
be mentioned that this example is translated into English but
the original prompt feed to the model was in Russian. The
prompt was also followed by a set of examples (20 samples
of raw bibliography text with the corresponding annotated tags
in a dictionary format) following few-shot prompt technique.
The output of the model was post-processed to make sure it
has a dictionary format so it can be compared with the ground-
truth to calculate the evaluation metrics.

Through testing, we found that in order to obtain reliable
results, it was essential to include both the complete task
description and explanatory examples. By trailing, we found
that example-guided prompts consistently increased extraction
accuracy, whereas minimal prompts or schema-only prompts
resulted in higher error rates.
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You are an intelligent assistant for
extracting information from bibliographic
records.

Analyze this bibliographic record and
highlight the following elements:

AUTHOR

TITLE (title of the article or work)

BOOK_TITLE (if the work is part of a book or
collection)

ORGANIZATION (if specified)

VOLUME (if specified)

EDITOR (if available)

ADDITION (for example, notes, additional
information)

PUBLISHER

PLACE (city or place of publication)

YEAR (year of publication)

PAGES
SERIES

(if specified)
(if specified)

The output should be in a dictionary format.
Don’t forget to close all parentheses.

Fig. 1. Example of the prompt used for the LLM approach

B. Model Selection and Tuning

We evaluated several LLMs hosted on a local server with
Nvidia RTX 3090 TI 24Gb VRAM, 128 Gb DDR5 RAM
using the Ollama web server. Due to the limited resources the
following criteria were applied to model selection: i) model
should be available for free; ii) it should fit to 24Gb VRAM,;
iii) The model should support Russian language and not to
replace Cyrillic text with Latin or Chinese in output, iv) it
should have high score in tests. Following these criteria, three
models were initially selected for evaluation:

o gpt-oss (OpenAl open source model), gpt-0ss:20b model
o Llama 3.2 (Meta), llama3.2:3b model
o Gemma 3 (Google DeepMind), gemma3:27b model

Before moving on to the whole evaluation, we tried several
prompt versions for each model on tiny sections of the dataset
to determine the best configuration. All findings were achieved
in a zero-shot or few-shot prompting scenario without any fine-
tuning.

C. Evaluation Metrics

Precision, recall, and F1-score for each type of entity, along
with overall averages across all fields, were used to evaluate
each model’s performance. These metrics allow us to capture
not only correctness but also completeness of extraction, which
is especially crucial when working with optional variables
(e.g., editor, series, addition).

V. EXPERIMENTS

We experimented with current citation parsing methods
to determine baseline performance prior to evaluating large
language models. Three popular systems that represent various
methods of bibliographic parsing were chosen by us:




ISSN 2305-7254

PROCEEDING OF THE 38TH CONFERENCE OF FRUCT ASSOCIATION

TABLE II. COMPARISON OF BIBLIOGRAPHIC DESCRIPTION

STANDARDS
Characteristic APA MLA Harvard ISO 690:2021 ISBD BIBFRAME GOST  7.0.100-
2018
Format type Academic style | Academic style | Academic style | International International RDF model National standard
standard description
rules
Mandatory Author, year, ti- | Author, title, | Author, year, | Author, year, ti- | Title, responsi- | Work, Instance, | Title,
fields tle, publisher container, date title, source, | tle, publisher bility, identifier Item responsibility,
publisher, place edition,  physical
description  (year,
book title,
volume, issue,
page numbers),
identifier
Level of detail Medium Medium Medium Medium High: 9 areas High, semantic High, three levels
Purpose Social/behavioral| Humanities Broad Reference uni- | Interoperability | Linked Data in- | Adaptation of
sciences academic fication of catalogs tegration ISBD to Russian
referencing sources
Ground ® Mpeaxu 1 noTomku MywkuHa u ToncToro sooktme @ . | Pef Kannu KM. eomor @ A
Truth PUBLShed by the Literary /Sotiety roower © | USA rucc @ [1983 v o .
AnyStyle @ . . :
pea. Kannu K.M. uap 2. Published by the Literary Society. sookrme @ U.S.A rususier @ 1983 vesr @ -
GROBID @
the Literary Society rueuisier o US.A pLace © 1983 vear o -
Mesn noron ([N O] ves- Kannw KM.v2n 2.
SIRIS-Lab.
Published by the Literary Society. U.S.A rususier @  1983.
llama3.2 Published by the Literary Society rususier @ . US.A pace @ 1983 ver @ -
Fig. 2. Comparison between the parsing tools on a data sample

o AnyStyle [31]: A parser that breaks down citation strings
into structured parts using machine learning algorithms.

o GROBID [32]: A machine learning library widely used
for parsing PDF documents and extracting bibliographic
metadata, primarily optimized for English and scientific
publications.

o SIRIS-Lab [33]: A multilingual named entity recog-
nition (NER) model trained with the DistiBERT-base-
multilingual-cased architecture, designed to handle mul-
tilingual citation data.

The comparison of selected systems (except SIRIS-Lab)

from [23], showing that the best out-of-the-box performance
is achieved by GROBID (F1 = 0.89), while machine learn-
ing—based methods generally provide comparable precision
but about three times higher recall compared to rule-based
systems.

Each tool was additionally tested on our dataset, and the pre-
dicted outputs were compared with ground-truth annotations.
Table III shows the overall metrics achieved by these method
in parsing the bibliographic descriptions with out-of-the-box
configuration. We can notice low values of metrics which
reflect that the conventional approaches do not generalize well
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to our task. Fig. 2 shows a visualization of the comparison
results on a sample data example compared to the ground truth.

TABLE III. COMPARISON BETWEEN CONVENTIONAL APPROACHES ON

OVERALL PERFORMANCE
Model Metrics Overall
precision | 0.2862
AnyStyle recall 0.1662
fl-score 0.2040
precision | 0.3369
GROBID recall 0.1979
fl-score 0.2425
precision 0.2527
SIRIS-Lab recall 0.1651
f1-score 0.1963

AnyStyle frequently misclassified Russian entries, despite
being useful for English-style references. Key data like pub-
lisher and place were either left out or assigned incorrectly,
and cyclic characters were frequently handled wrongly. Com-
pared to AnyStyle, GROBID demonstrated better structure
recognition; nonetheless, it had trouble with Cyrillic script and
deviance from international standards (APA, MLA, etc.). Titles
were sometimes confused with book titles, and it frequently
split fields incorrectly. SIRIS-Lab was tested by developers
[33] and provide overall performance F1 = 0.94 on test dataset.
Despite being multilingual, its performance on Russian bib-
liography was weaker than expected. The model handled
optional fields incorrect and frequently failed to recognize
parts such as addition and place.

The limits of traditional bibliographic parsers on Russian
data are illustrated by these trials. Because rule-based and pre-
trained machine learning algorithms rely heavily on English-
language datasets and standardized formats, they are not ap-
propriate for the complexity and variety of Russian references.
On the other hand, when given explicit task descriptions
and examples, large language models (LLMs) demonstrated
the ability to handle transliterations, parse irregular forms,
and adapt to Cyrillic script. Figure 2, also shows the results
obtained by Llama 3.2 model on the sample data compared to
other tools.

VI. RESULTS

We compiled the results of LLM testing into a comparative
table, reporting entity-level and overall performance on the
dataset. Table IV presents a summary of our evaluation’s
findings, including overall averages for the three tested models
(gpt-oss, Llama 3.2, and Gemma 3) as well as precision, recall,
and Fl-scores for each entity type. With an average F1-score
that was higher than the other models, Llama 3.2 performed
the best overall. While Gemma 3 fared inconsistently across
all categories, gpt-oss performed competitively, especially on
essential elements like AUTHOR and YEAR.

Table V and Table VI show the results of each model
by entity type. Breaking down results by entity type reveals
several patterns:
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TABLE IV. COMPARISON BETWEEN LLM MODELS ON OVERALL

PERFORMANCE

Model Metrics Overall
precision | 0.6469
Gemma 3 recall 0.6050
fl-score 0.6229
precision | 0.8293
Llama 3.2 recall 0.7907
fl-score 0.8052
precision 0.7120
gpt-oss recall 0.6766
fl-score 0.6810

o AUTHOR: All models consistently produced the greatest
ratings in this sector. Their significant linguistic cues
(capitalization, ordering, and reference location) are re-
flected in this, as they are present in almost all entries.

e TITLE and BOOK_TITLE: The models are challenged
by these fields to accurately identify and differentiate
between them. On these tags, Llama 3.2 performed better
than the other models.

o YEAR and PAGES: Extraction was generally reliable,
as these fields often follow numerical patterns easily
recognizable by LLMs.

o PUBLISHER and ORGANIZATION: With decreased
recall and precision, these categories were more difficult,
especially for Gemma 3. The variety of abbreviations and
irregular formatting in Russian references are the source
of the challenge.

o EDITOR, SERIES, and ADDITION: Due in significant
part to their rarity in the dataset, these optional fields
performed the worst overall. These fields were frequently
left out of models (poor recall) or mistaken for related
items (precision error).

In a nutshell, LLM performed well in solving the task
of parsing Russian bibliography descriptions. The most bal-
anced performance across entities was shown by Llama 3.2,
which had high Fl-scores overall. Additionally, it handled rare
entities more robustly than the other models. On the other
hand, gpt-oss shows competitive results in fields that were
frequently used, but had trouble with entities that were optional
or less common. At the end, Gemma 3 showed the lowest
overall performance, especially in handling optional fields and
publisher-related metadata.

A possible explanation for these differences may lie in
the composition of the training corpora for each model. All
models were updated just before evaluation from the Ollama
repository. The most recent model is gpt-oss, since Llama 3.2
is the oldest one. Llama 3.2 likely had greater exposure to
Cyrillic and Russian-language materials, which could explain
its stronger handling of bibliographic conventions in Russian.
In contrast, Gemma 3’s performance may result from limited
training coverage of Russian sources. The competitive scores
of gpt-oss on AUTHOR and YEAR suggest that it benefits
from robust handling of high-frequency and structurally simple
tokens (e.g., capitalization and numeric patterns), but it lacks
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TABLE V. COMPARISON BETWEEN THE LLM MODELS ON THE

ENTITY LEVEL

Model Metrics | AUTHOR TITLE BOOK_TITLE | ORGANIZATION | VOLUME | EDITOR
precision 0.987239 0.222597 0.112882 0.956522 0.512500 0.384615

Gemma 3 recall 0.994159 0.381503 0.090426 0.105769 0.318653 0.336879
fl-score 0.990687 0.281150 0.100413 0.190476 0.392971 0.359168

precision 0.882940 0.701657 0.753406 0.746032 0.843373 0.851064

Llama 3.2 recall 0.908497 0.682796 0.724771 0.681159 0.793451 0.761246
fl-score 0.895536 0.692098 0.738811 0.712121 0.817651 0.803653

precision 0.828947 0.336449 0.610889 0.746914 0.695502 0.455253

gpt-oss recall 0.948627 0.555270 0.476577 0.573460 0.477435 0.400000
fl-score 0.884758 0.419011 0.535439 0.648794 0.566197 0.425842

robustness for low-frequency, linguistically varied fields. Addi-
tionally, sensitivity to prompting strategies may have amplified
performance disparities, as models differ in their tolerance to
instruction variation since common prompt was used for all
models.

VII. CONCLUSION

This study shows that large language models provide an
efficient solution for interpreting Russian bibliographic ref-
erences. Without requiring large annotated datasets, LLMs
are able to handle formatting variability, transcription, and
Cyrillic script by utilizing zero-shot and few-shot prompting.
Our tests demonstrate that LLMs provide the flexibility needed
for low-resource and multilingual environments in addition to
producing excellent quantitative outcomes. Our LLM-based
approach was able to achieve high Fl-score (more than 80%)
in parsing the custom bibliography description dataset. These
results demonstrate LLMs’ potential as a workable substi-
tute for bibliographic parsing, with further implications for
metadata extraction in other languages and fields with limited
resources.

Although our study shows that LLMs are a useful tool
for parsing Russian bibliographic references, more research
is required to validate and expand on these results. A next
step is to carry out a thorough benchmarking research that
directly contrasts the LLM-based approach with more conven-
tional techniques like rule-based methods, supervised machine
learning models, and deep learning architectures such as
transformer-based citation parsers or sequence tagging. This
will show the trade-offs between different paradigms, par-
ticularly in terms of accuracy, robustness, and computational
efficiency.
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