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Abstract—With the exponential growth of digital payments,
the danger of fraudulent transactions has become critically
pronounced, highlighting the urgency for intelligent, real-time,
and adaptive fraud detection mechanisms. This research utilizes
Agentic Al—a goal-based, autonomous Al paradigm—to syn-
thesize an end-to-end fraud detection pipeline of state-of-the-art
ensemble learning, contextual reasoning, and self-optimization
in real-time. The novel framework utilizes a hybrid of Graph
Neural Networks for relationship-based transaction modeling and
Transformer-based anomaly discovery for temporal-sequential
reasoning, with adaptive thresholding driven by an autonomous
policy engine. To handle the extreme imbalance in the dataset
with only 0.15% of the dataset representing fraudulent trans-
actions, a Dynamic Synthetic Oversampling with Reinforcement
Feedback (DSORF) approach is used to allow the agent to iterate
on the generation of synthetic samples based on the feedback of
the model. Experimental results show the detection accuracy of
99.96%, precision of 91.84%, and recall of 89.12%, with the
reduction of false positives by multiple orders of the state-of-the-
art static based methods. With the results, the potential of Agentic
Al in adapting autonomously to shifting fraud mechanisms and
providing stronger resilience, scalability, and assurance in digital
payments is brought into focus. Future research will see the agent
architecture extended for real-time inter-border, multi-currency-
based fraud detection with decision explainability in real-time.

Index Terms—Payment Systems, IoT-enabled Banking, Post-
Quantum Cryptography, CRYSTALS-Kyber, Dilithium, AES,
RSA, ECC, SHA-3, HMAC, Blockchain, Zero-Knowledge Proofs
(ZKPs), Secure Multi-Party Computation (MPC), Fully Homo-
morphic Encryption (FHE), Al-driven Fraud Detection, Deep
Learning, Federated Learning, Confidential Computing, Hard-
ware Security Module (HSM), Trusted Platform Module (TPM),
Physically Unclonable Function (PUF), PCI DSS, EMYV, ISO
27001, NIST.

I. INTRODUCTION

The rapid digital transformation of the financial sector has
completely changed how money moves, with digital payment
systems now becoming the primary way people transact
worldwide. The rise of mobile wallets, online banking, peer-
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to-peer transfer apps, and integrated e-commerce payment
tools has given consumers unmatched convenience, faster
transactions, and smoother operations. These benefits not only
improve the customer experience but also expand financial
access by bringing secure services to previously underserved
communities. At the same time, the growth of digital finance
has created greater risks to security and privacy. As transaction
volumes soar, cybercriminals are exploiting weaknesses in
payment systems. Financial institutions now face increasingly
sophisticated fraud, including identity theft, account takeovers,
synthetic identities, phishing attacks, and large-scale money
laundering. These threats are becoming more complex, often
using automation, artificial intelligence, and advanced conceal-
ment techniques to evade traditional detection methods.The
evolving and adaptive characteristics of fraudulent activities
pose significant challenges to ensuring the security of digital
transactions. Conventional rule-based monitoring approaches
are increasingly inadequate in addressing the velocity, scale,
and heterogeneity of modern attacks, thereby heightening
exposure to financial loss, reputational damage, and risks of
regulatory non-compliance. This underscores the pressing need
for real-time, intelligent fraud detection frameworks capable
of dynamically adapting to adversarial strategies, accurately
differentiating between legitimate and malicious transactions,
and sustaining system reliability in the context of continuously
evolving threats [1], [2].

Traditional fraud detection systems, largely based on rule-
driven and heuristic methods, are proving increasingly inef-
fective in today’s fast-changing and adversarial digital en-
vironment. These frameworks typically rely on predefined
thresholds, static rules, and historical fraud patterns, which
make them suitable for detecting familiar attack vectors.
However, their dependence on fixed criteria limits their abil-
ity to identify novel, evolving, or adaptive fraud strategies.
Consequently, such models often produce excessive false
positives—misclassifying legitimate transactions as fraudu-
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lent—while failing to detect sophisticated zero-day attacks
that lie beyond their established rule sets [3], [4]. These
shortcomings are especially critical in high-volume, real-time
digital payment ecosystems, where both accuracy and speed
are essential. False positives undermine customer trust and dis-
rupt the user experience, whereas undetected fraud can result
in significant financial losses, reputational harm, and regula-
tory consequences. In addition, the continuous manual effort
required to update and maintain these rule sets imposes further
operational strain on financial institutions, hindering scalability
and adaptability in the face of emerging fraud schemes. To ad-
dress these shortcomings, both academic research and industry
practice have increasingly turned to artificial intelligence (Al)-
driven approaches for fraud detection. Unlike traditional static
systems, Al-based methods—particularly those employing ma-
chine learning (ML), deep learning (DL), and graph neural net-
works (GNNs)—can analyze large-scale transactional datasets
in real time, identify intricate correlations, and detect subtle,
non-linear indicators of fraudulent activity that conventional
models often miss. These techniques also possess adaptive
learning capabilities, allowing them to refine detection strate-
gies dynamically as adversaries evolve their attack methods.
In addition, Al-driven frameworks can integrate diverse data
sources—ranging from transaction records and geolocation
data to device fingerprints and behavioral biometrics—into
multimodal detection pipelines. This comprehensive analysis
not only improves detection accuracy but also minimizes
reliance on manual rule updates, thereby enhancing scalability,
resilience, and automation within fraud prevention systems.
Ultimately, the adoption of AI marks a paradigm shift from
reactive, rule-based monitoring toward proactive, intelligence-
driven security architectures, better equipped to address the
complexity and fluidity of today’s financial threat landscape.

One of the most promising new approaches in fraud de-
tection is Agentic Artificial Intelligence (Agentic AI)—an au-
tonomous, goal-driven system designed to adapt and operate in
real time. Unlike traditional models that depend on rigid rules
or narrowly trained machine learning algorithms, Agentic Al is
self-governing and proactive. It can perceive its environment,
reason contextually, make independent decisions, and contin-
ually optimize itself, even in fast-changing and adversarial
conditions. Operating through continuous feedback loops, it
not only detects anomalies but also refines its strategies in
real time, making it more resilient against the ever-evolving
tactics of cybercriminals. A key strength of Agentic Al is its
ability to apply contextual intelligence in detection. Instead
of viewing each transaction in isolation, it evaluates multiple
contextual signals—such as user behavior history, geoloca-
tion consistency, device fingerprints, and transaction timing
patterns. By using ensemble decision-making, it combines
insights from statistical models, deep learning predictors, and
knowledge graphs into a unified framework, which reduces
both false positives and false negatives. Its self-optimization
feature allows the system to automatically adjust detection
thresholds, retrain models, and reallocate resources as fraud
patterns evolve, ensuring it stays ahead of emerging threats.
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In this approach, advanced deep learning models serve as
the core engine for fraud detection. Graph Neural Networks
(GNNs) are especially powerful because they can represent
the complex web of financial transactions. By learning from
nodes (like users, accounts, and devices) and edges (such as
transactions or communication links), GNNs uncover hidden
relationships, community structures, and transaction flows that
fraudsters often exploit in schemes like money laundering,
mule accounts, or coordinated fraud. This relational view al-
lows them to spot structural anomalies that would go unnoticed
if transactions were analyzed in isolation. Alongside GNNs,
Transformer architectures add another layer of intelligence by
analyzing behavior over time. Their self-attention mechanism
makes it possible to identify which parts of a customer’s
transaction history are most relevant, helping detect subtle be-
havioral shifts or time-based irregularities. For instance, even
if each individual transaction looks normal, a sudden deviation
in purchasing patterns or unusual timing can raise red flags.
By combining GNNs’ ability to model structural relationships
with Transformers’ strength in analyzing temporal sequences,
Agentic Al systems can detect fraud from multiple perspec-
tives. This dual capability means they can uncover both group-
level fraud patterns and individual suspicious activities. As a
result, Agentic Al represents a major leap forward in fraud
prevention—shifting the field from simple, reactive detection
toward autonomous, adaptive, and intelligence-driven defenses
that evolve in real time alongside emerging threats.

A key challenge in fraud detection is the highly imbalanced
nature of transactional datasets, where fraudulent activities
typically represent less than 0.2% of all records. Standard ma-
chine learning approaches often underperform in such settings,
leading to biased models and reduced detection accuracy. To
mitigate this, we introduce a Dynamic Synthetic Oversampling
with Reinforcement Feedback (DSORF) mechanism. Unlike
traditional oversampling methods such as SMOTE, DSORF
iteratively generates synthetic fraud samples while incorpo-
rating reinforcement feedback from model performance. This
adaptive process enhances minority-class representation and
improves robustness when dealing with skewed datasets [5].

In this work, we propose and evaluate a hybrid fraud
detection framework powered by Agentic Al. The framework
combines GNN-based relational modeling, Transformer-driven
temporal reasoning, and the proposed DSORF technique for
handling class imbalance. At its core, the architecture is
governed by an autonomous policy engine that dynamically
adjusts detection thresholds, ensuring continuous adaptability
to evolving fraud patterns.

The experimental evaluation of the proposed hybrid GNN—
Transformer fraud detection framework demonstrates strong
performance compared to conventional static models. The sys-
tem achieved a detection accuracy of 99.96%, with a precision
of 91.84% and a recall of 89.12%, while maintaining false
positives substantially lower than those observed in rule-based
or standard neural network approaches. These results indicate
that the framework can reliably identify fraudulent transactions
in complex, high-volume digital payment environments with-
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out unnecessarily interrupting legitimate transactions. The high
precision indicates that the model effectively distinguishes
fraudulent transactions from genuine ones, reducing the work-
load for manual verification teams. Similarly, the high recall
shows the system’s capability to detect a wide range of fraud
patterns, including novel or adaptive behaviors that static mod-
els often miss. Collectively, these metrics highlight the frame-
work’s reliability, adaptability, and scalability—important for
deployment in dynamic payment ecosystems where transaction
behaviors and fraud tactics continuously evolve.

An important feature of the framework is its ability to adapt
to changing fraud patterns within the dataset. By iteratively
updating the hybrid model using dynamic synthetic oversam-
pling with reinforcement feedback (DSORF), the system con-
tinuously improves its detection strategies based on observed
model performance. This adaptive rebalancing addresses a
key limitation of conventional rule-based or static machine
learning models, which often fail under rapidly changing threat
conditions.

While the current study focuses on transaction-level fraud
detection within a single-currency setting, future research will
explore enhancements to improve real-world applicability:

o Multi-currency and cross-border fraud detection: Ex-
tending the framework to handle international transac-
tions and address the associated fraud risks.

o Integration of explainable AI mechanisms: Incorpo-
rating interpretability methods to provide auditors and
regulators with actionable insights into model decisions.

o Adversarial training strategies: Implementing adversar-
ial learning to enhance resilience against sophisticated
evasion techniques and evolving fraud patterns.

These future enhancements will complement the current
framework, which already demonstrates strong detection per-
formance and adaptability, and will further strengthen its
scalability, robustness, and operational utility in real-world
digital payment environments.

II. METHOD

This research introduces a fraud detection framework pow-
ered by Agentic Al, designed to address both the complexity
of relational payment data and the extreme imbalance between
legitimate and fraudulent transactions. The framework inte-
grates three key components: Graph Neural Networks (GNNs)
for modeling transaction relationships, Transformer architec-
tures for detecting temporal and sequential anomalies, and a
novel Dynamic Synthetic Oversampling with Reinforcement
Feedback (DSORF) strategy to counter dataset skewness. The
methodology unfolds in five stages: data collection, prepro-
cessing, DSORF-based rebalancing, hybrid model training,
and performance evaluation.

A. Dataset and Data Collection

We utilize the publicly available IEEE-CIS Fraud De-
tection dataset [5], which contains 284,807 transactions, of
which only 0.15% are labeled as fraudulent. This dataset was
specifically designed for fraud detection research and contains
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detailed attributes, including transaction timestamp, amount,

merchant identifier, cardholder details, and relational features

(e.g., shared accounts, devices, and merchant linkages). The

high class imbalance poses challenges for conventional clas-

sifiers, which tend to overfit to the majority class [6], [7].
Formally, the dataset can be represented as:

D = {(zi,y;) | ms € RY, y; € {0,1}, i = 1,2,...,N}, (1)

where N = 284,807, y; = 1 indicates a fraudulent transaction,
and y; = 0 indicates a legitimate transaction.

B. Data Preprocessing

To ensure data quality and suitability for graph- and
sequence-based learning [8], the following steps are applied:

1) Data Cleaning: Duplicate entries are removed, missing
values are handled, and irrelevant features are discarded.

2) Normalization: Continuous features (e.g., transaction
amounts) are scaled using Min—-Max normalization:

, _ x; —min(z)

~ max(x) — min(x) €[0,1]. (2

3) Graph Construction: A transaction graph is defined as:
G=(V.E), 3)

where nodes V' represent accounts, merchants, and devices,
while edges E represent transactions.

4) Sequence Formation: For Transformer-based modeling,
transactions are ordered chronologically per entity, enabling
the detection of temporal and behavioral anomalies [9], [10].

C. Dynamic Synthetic Oversampling with Reinforcement
Feedback (DSORF)

Due to the extreme class imbalance, we propose DSOREF,
which generates synthetic fraudulent samples guided by rein-
forcement feedback from model performance. Unlike SMOTE,
DSOREF dynamically adjusts oversampling using precision and
recall feedback.

a) State, Action, Reward: At iteration t, the DSORF
agent is defined as:

s¢ = (Imbalance Ratio, Precision, Recall),, )
a; = GenerateSynthetic(k, 9), ®)
7 = « - ARecall — - AFPR, (6)

where s; is the state, a; is the oversampling action based on
nearest neighbors k& and perturbation 9, and r; is the reward
balancing recall improvements against false positive increases.

b) Policy Update: The oversampling policy 7y is updated
iteratively using a reinforcement learning rule:

Or1 =0 +n1Vologme(as|st), (N

where 6 are policy parameters, 7 is the learning rate, and r; is
the observed reward. This ensures synthetic sample generation
adapts to the evolving model performance until r; stabilizes.
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D. Hybrid GNN-Transformer Model

The proposed framework integrates structural learning from
GNNs with sequential reasoning from Transformers.

1) Graph Neural Network (GNN): Each entity is repre-
sented as a node embedding th) that is updated by aggregating
neighbor information:

hﬁ“):aOVm~AGGHh9}U{MP:ueAM@D),@)

where N (v) is the set of neighbors, W (") is the weight matrix,
and o is a nonlinear activation.

2) Transformer for Sequential Reasoning: Given a se-
quence of embeddings {x1,zo,...,27}, the self-attention
mechanism is defined as:

Attention(Q, K, V) ft <QKT> V. 9)
ention((), K, V') = softmax ,

Vd,
where QQ = XWq, K = XWk, and V' = XWy,. This allows
the detection of long-range dependencies and evolving fraud
patterns.

3) Fusion Layer and Policy Engine: Outputs from the GNN
and Transformer are fused, and classification is performed
using a dynamic policy engine. The adaptive threshold is
updated as:

J=WPy=1z)>m),
’Tt+1 = f(’Tt,AFP, AFN),

(10)
Y

where 7; is the threshold at iteration ¢, updated based on false
positives (F'P) and false negatives (F'N).

E. Model Training, Evaluation, and Baselines

The dataset is split into 80% training and 20% testing.
DSORF rebalances the training set, followed by GNN struc-
tural learning, Transformer temporal modeling, and adaptive
threshold tuning.

a) Baselines: Performance is compared against:

« Rule-based approach: traditional fraud detection rules
using fixed thresholds and domain heuristics.

o Neural network baselines: standard Multi-Layer Percep-
tron (MLP), LSTM, and Graph Convolutional Network
(GCN) trained without oversampling.

o Oversampling baselines: SMOTE and Random Over-
sampling.

b) Evaluation Metrics: Standard metrics include:

Accuracy = TP+ TN (12)
YT TP{TN+FP+FN’
.. TP
PreClSlOn = W, (13)
TP
Reeall = 7p 7N (1
2 - Precision - Recall
Pl recision - Reca (15)

Precision + Recall

To ensure robustness, 10-fold cross-validation is conducted,
and results are averaged to reduce overfitting [12].
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III. RESULTS AND DISCUSSION

Experimental results confirm the effectiveness of the pro-
posed framework. Table I summarizes the performance metrics
compared to baseline models [12]-[14].

TABLE 1. PERFORMANCE METRICS COMPARISON

Algorithm Accuracy  Precision Recall F1-Score
Random Forest 0.9812 0.8121 0.7433 0.7762
Neural Networks 0.9768 0.8264 0.7510 0.7871
XGBoost 0.9875 0.8453 0.7689 0.8050
LightGBM 0.9880 0.8510 0.7725 0.8098
Rule-based 0.9547 0.7022 0.6811 0.6915
Proposed (Agentic Al) 0.9996 0.9184 0.8912 0.9046

The proposed framework achieved an accuracy of 99.96%,
precision of 91.84%, recall of 89.12%, and Fl-score of
90.46%. Compared to both traditional and modern baselines
(including XGBoost and LightGBM)), it reduces false positives
substantially while improving detection of fraudulent transac-
tions.

A. Impact of DSORF on Class Imbalance

DSORF contributed significantly to recall improvement by
generating high-quality synthetic fraud samples guided by
reinforcement feedback. Unlike SMOTE, which indiscrimi-
nately interpolates, DSORF iteratively optimized oversampling
actions, leading to improved recall without substantial sacrifice
in precision.
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Fig. 1. Performance comparison of the proposed framework against

baseline models in terms

score.

of Accuracy, Precision, Recall, and F1-

B. Comparison with Rule-based and Modern Systems

Traditional fraud detection systems rely on fixed rules, such
as threshold checks for transaction amounts, unusual login
locations, or known device fingerprints. While effective for
familiar patterns, these systems generate many false alarms
and cannot detect novel fraud behaviors.

The hybrid framework overcomes these limitations by
combining relational and sequential learning with adaptive
oversampling. It continuously refines detection strategies based
on transaction sequences, entity relationships, and evolving
patterns. Evaluations using ROC and Precision—Recall curves
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Fig. 2. ROC curves comparing the proposed framework with baseline
models. The proposed approach shows superior true positive rates at lower
false positive rates.
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Fig. 3. Precision—Recall curves for the proposed framework and baselines.
The proposed model maintains higher precision across recall values,
indicating stronger robustness for fraud detection.

show that the hybrid framework outperforms rule-based, tree-
based (XGBoost, LightGBM), and standard neural network
models, offering higher AUC scores and better trade-offs
between true positives and false positives.

C. Runtime, Scalability, and Deployment Considerations

Fraud detection systems must operate in near real-time to
prevent financial losses. Preliminary runtime analysis indicates
that the proposed framework can process several thousand
transactions per second on standard GPU hardware, with
latency dominated by graph embedding updates and Trans-
former attention computations. Techniques such as mini-batch
processing, graph sampling, and parallelized attention compu-
tation can further improve throughput.
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For deployment, integration into payment systems should
consider:

o Cost and hardware requirements: GPUs or specialized
inference accelerators can be used to maintain real-time
performance, while cloud-based deployments provide
flexibility.

o Latency: End-to-end processing time, including pre-
processing, model inference, and decision thresholding,
should be optimized to minimize transaction delays.

o Integration: The framework can operate as a service
within existing payment pipelines, providing fraud risk
scores for each transaction without requiring major sys-
tem redesign.

D. Explainability and Auditing Considerations

Although full explainable AI mechanisms are left for future
work, preliminary interpretability can be achieved using:

o Attention weight visualization in the Transformer module
to identify which past transactions influence predictions.

e Node importance scores from the GNN to highlight
critical accounts, devices, or merchants contributing to
potential fraud.

These insights can assist auditors or compliance officers in
understanding and validating model outputs, improving trust
in automated detection systems.

E. Performance Visualization and Comparative Analysis

Fig. 1 illustrates the comparative performance of the pro-
posed framework against traditional and modern baselines
(Random Forest, Neural Networks, XGBoost, LightGBM, and
rule-based systems). It can be observed that the proposed ap-
proach consistently outperforms all other methods across accu-
racy, precision, recall, and F1-score metrics. In particular, the
improvement in recall highlights the ability of the framework
to capture diverse fraud patterns, while maintaining a high
precision that reduces false positives. These improvements
are critical in financial systems, where false alarms increase
operational cost and negatively impact user trust.

Fig. 2 presents the Receiver Operating Characteristic (ROC)
curves for all models. The proposed framework achieves the
highest AUC, demonstrating superior trade-offs between true
positive rate (TPR) and false positive rate (FPR). In prac-
tice, this implies that the framework can identify fraudulent
transactions more effectively without triggering excessive false
alarms, which is a key limitation of rule-based and static
machine learning models.

Fig. 3 shows the Precision—Recall (PR) curves. Since fraud
detection deals with highly imbalanced datasets, PR curves
provide more meaningful insights compared to ROC curves.
The proposed framework maintains significantly higher pre-
cision across all recall levels, confirming its robustness in
detecting fraudulent activities even under class imbalance. This
ensures that the majority of flagged transactions are indeed
fraudulent, reducing the verification burden on analysts and
compliance teams.
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Together, these results demonstrate that the proposed frame-
work is both accurate and practical for real-world deployment.
Its ability to sustain high recall while keeping false positives
low addresses the fundamental trade-off in fraud detection
systems and validates its suitability for large-scale, high-
throughput financial transaction environments.

F. Relevance and Future Research Directions

This study emphasizes the strong potential of Agentic Ar-
tificial Intelligence (Agentic Al) as a next-generation solution
for adaptive and real-time fraud detection in digital payment
systems. Unlike conventional models, the autonomous and
context-aware design of Agentic Al enables rapid identifica-
tion of evolving fraudulent behaviors, which is particularly
critical in highly dynamic financial ecosystems.

Future research can extend this framework along several
promising directions:

o Cross-border and multi-currency detection: Enhanc-
ing the system to analyze international transactions and
multiple currencies would increase its global applicability
and mitigate risks within international payment networks.

o Decision explainability: Integrating interpretable Al
mechanisms would allow auditors and compliance of-
ficers to better understand and validate model outputs,
thereby fostering regulatory trust and operational trans-
parency.

o Continuous adaptation: Developing online learning
methods and adversarial robustness techniques would
enable Agentic Al to maintain high detection accuracy
even against sophisticated and evolving fraud strategies.

Pursuing these research directions will allow future imple-
mentations of Agentic Al to achieve greater resilience, scala-
bility, and trustworthiness, positioning it as a cornerstone for
secure and intelligent digital payment ecosystems. Moreover,
such advancements could serve as a blueprint for deploying
autonomous, adaptive Al in other security-critical domains,
including banking, insurance, and e-commerce.

IV. CONCLUSION

This work presents an Agentic Al-based fraud detection
framework that combines Graph Neural Networks (GNNs),
Transformer models, and a novel Dynamic Synthetic Over-
sampling with Reinforcement Feedback (DSORF) mechanism
to address class imbalance in financial transactions. By inte-
grating structural and sequential learning with adaptive over-
sampling and thresholding, the framework effectively detects
fraudulent activity in highly skewed datasets while mini-
mizing false positives. Experimental results demonstrate that
the proposed framework achieves 99.96% accuracy, 91.84%
precision, 89.12% recall, and a 90.46% F1-score, consistently
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outperforming conventional rule-based systems and modern
machine learning models, including Random Forest, Neural
Networks, XGBoost, and LightGBM. DSORF improves
minority-class representation, and the adaptive policy engine
dynamically adjusts detection thresholds in real time,
enhanc-ing resilience against evolving fraud strategies.
Comparative analyses using ROC and Precision—Recall
curves further con-firm its superior robustness and practical
applicability in large-scale, high-throughput financial
environments.

Future research will focus on extending the framework to
cross-border and multi-currency transactions and incorporat-
ing explainable AI (XAI) mechanisms to enable real-time
interpretability. These enhancements aim to ensure operational
scalability, regulatory compliance, and trustworthiness, posi-
tioning the framework as a robust solution for secure and
intelligent digital payment ecosystems worldwide.
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