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Abstract—With significantly increasing human/machine inter-
action, the acoustic equipment or any terminal of a multimedia
service system is challenged to ensure the speech intelligibility,
speech quality or comfortable perception for the listener. There-
fore, speech enhancement is very necessary procedure for front-
end processing in most speech applications, such as: high quality
audio recording, dialog systems, dictation systems, audio - video
conference, computer games. Recently, scholars and researchers
have paid much attention to studying microphone array (MA)
technology for both extracting desired target speech components
at a certain direction and suppressing background from other
directions. Generalized Sidelobe Canceller (GSC) beamformer is
suitable installed for MA - based acoustic devices, which includes
hearing aids, mobile phones, teleconferencing system, audio-video
controlled device. Because of many reasons, such as the different
microphone sensitivities or the error of direction of arrival of
interest signal, the GSC beamformer’s output often corrupted
and speech quality degraded. In this article, the authors suggested
a spatial spectral mask to enhance GSC beamformer’s evaluation.
The illustrated simulation shows the improvement of speech
quality in the terms of signal-to-noise ratio (SNR) from 2.5 to
6.8 dB and speech distortion reduced to 11.2 dB. The advantage
of the author’s method is the capability of incorporating into
multi-channel systems.

I. INTRODUCTION

Fig. 1. The complex recording scenario around the human-life.

Stereo - sound systems, audio processing, mobile phones,

hearing aids, hand-free communications are widely commonly

used in speech communication. Consequently, speech enhance-

ment plays an important role for a satisfactory perceptual

listener and ensures the speech quality, understandability.

Hence, many algorithms have been devoted to improving the

overall performance of extracting clean signals while removing

surrounding background noise, which significantly degrades

the perceptual metric listener, as in Fig. 1. Generally speaking,

these methods are developed based on the type of noise,

recording scenarios and interference signal [1].

For single microphone cases, the useful representative al-

gorithms include Wiener filter [2-4], spectral subtraction [5-

7] because of its simplicity, low computation. However, the

single-channel approach is unable to suppress musical noise or

non-stationary noise, causes of speech distortion due to impre-

cise estimation of noise level in complex noisy environments.

Recently, for a few decades, MA has become increasingly

important because it both eliminates background noise and

retrieves the desired target speaker at the same time, as in

Fig. 2.

Fig. 2. The directional beampattern of MA toward the target speaker

Multi-channel speech enhancement method ensure to

achieve a better evaluation than single - channel approach by

utilizing the spatial diversity, such as the direction of arrival

of target speaker, the properties of surrounding environment,

MA geometry to obtain priori information to reduce an amount

of noise level before applying signal processing algorithm,
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especially under scenario of non-stationary, directional third-

party talker or competing speaker. In Fig. 3, as a result,

MA and beamforming are now widely common applied into

numerous speech application for extracting desired target

speaker in complex acoustic environments by using signal

processing algorithm to preserve original talker from noisy

observations while removing interfering background noise,

and many algorithms have been devoted, such as differen-

tial beamforming [8-10], superdirective beamforming [11-13],

minimum variance distortionless response [14-15], generalized

sidelobe canceller [16-18]. Consequently, these beamforming

algorithms are installed into embedded man - machine sys-

tems, such as: intelligent speakers, cochlear implant device,

mobile phone, teleconferencing systems, hearing aid, dialog -

voice assistant system.

In beamforming algorithms, the generalized sidelobe can-

celler is useful for obtaining the clarity of the speech compo-

nent in a noisy environment. Recently, scholars and researchers

are attempting to reduce or remove the speech leakage, which

often occurs in realistic GSC beamformer’s evaluation.

Wang J et al. [19] introduced a robust adaptation control

for adaptive interference canceller (AIC) to reduce the speech

distortion, background noise and increase the perceptual metric

listener and speech quality in the term of signal-to-noise

ratio. This approach is based on the time-varying Gaussian

distribution to adjust the controlled parameter under various

complex environmental conditions.

Kim S.M et al. [20] improved GSC beamformer’s evaluation

by applying a phase error filter for enhancing the fixed

beamformer. The author’s proposed method provides better

speech enhancement and noise reduction in numerous noise

conditions.

In [21], external microphones were used for improving noise

and interferer suppression. The research direction accurately

estimates the relative transfer function vector of target talkers

to improve GSC beamformer’s evaluation in adverse condi-

tions.

Based on hearing aid, Kim S. M et al. [22] proposed a

new method for improving GSC beamformer’s speech en-

hancement. The author used phase - difference to improve the

fixed beamformer and adaptive noise canceller algorithm. The

obtained experiment shows better intelligibility scores than

other traditional methods under multiple surrounding noise.

Qayyum A et al. [23] presented a novel method for calculat-

ing the direction of sound source from the mixed speech with

various different levels of background noise. This method has

confirmed the effectiveness of noise reduction and extracting

the desired target speaker.

However, the above research has the drawback of imple-

mentation, due to the microphone mismatches, the inaccurate

estimation of preferred steering vector, the moving head of

target speaker, the different microphone sensitivities, the er-

ror of sampling rate, GSC beamformer’s performance often

corrupted.

Beamforming technique and an additive spectral mask are

two popular classes of multi-channel methods to obtain the

Fig. 3. The principal working of MA in the frequency domain.

original clean speech. The coherence - based technique was

studied to perform speech enhancement in presence of speech

and noise and eliminate the directional noise in situations with

a dual - microphone system. As a result, the premise of the

coherent noise field, the real and imaginary parts of coherence

characteristics between two microphone signals, derived the

optimum spectral gain.

This research proposed an additive spectral mask, which

based on the properties of observed phase and coherence

between MA signals. The main idea of the proposed scheme is

forming an additive spectral mask, which allows removing the

speech leakage in the reference signal of GSC beamformer.

These above properties exploit the available information of

microphone signals for creating an effective spectral mask.

Numerical results show that the suggested method success-

fully eliminates speech component level, which still exists in

the reference signal, and allows achieving a better performance

of GSC beamformer. Therefore, the obtained speech intel-

ligibility and speech quality was improved from 2.5 to 6.8
(dB), speech distortion reduction to 11.2 (dB) in the realistic

recording situation.

This article is organized in the following way. Section I

describes the principle working of speech enhancement and

MA beamforming. Section II formulates the scheme of GSC

beamfomer and explains the reason for degraded evaluation.

The promising phase and coherence - based spectral mask

is modeled in Section III. Section IV shows the conducted

experiment as figures of waveform, energy and conclusion is

presented in Section V.

II. GENERALIZED SIDELOBE CANCELLER BEAMFORMER

The principal working of GSC beamformer for extracting

desired target speaker and suppressing background noise is

described in Fig. 4. The performance in the frequency -

domain.

The observed MA signals can methematical expressed as

the following equations:
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Fig. 4. The scheme of Generalized Sidelobe Canceller Beamformer.

X1(f, k) =S(f, k)ejΦs +N1(f, k) (1)

X2(f, k) =S(f, k)e−jΦs +N2(f, k) (2)

Where Φs = πfτ0cos(θ), τ0 = d/c, d is the distance

between two mounted microphones, c is the sound speed

in the air c = 343(m/s), θs is the direction of arrival of

interest talker, S(f, k) denotes the original speech compo-

nents, N1(f, k), N2(f, k) are additive noise, which derived at

microphone, (f, k) is current considered frequency and frame.

The upper branch of GSC beamformer focuses on the

directional speech source to achieve the main signal, while

the lower branch gets the information about surrounding

noise or reference signal by using a designed block matrix,

which depends on the microphone array distribution. The

important block is the adaptive Wiener filter, that efficiently

removes background noise while saving speech components.

The theoretical evaluation of GSC beamformer is forming

beam patterns to sound source and noise signal.

The output of upper branch Ys(f, k), lower branch Yr(f, k)
can be derived as:

Ys(f, k) =
X1(f, k)e

−jΦs +X2(f, k)e
jΦs

2
(3)

Yr(f, k) =
X1(f, k)e

−jΦs −X2(f, k)e
jΦs

2
(4)

The auto power spectral densities (PSD) of Ys(f, k) and cross-

psd between Ys(f, k), Yr(f, k) computed as:

PY sY r(f, k) =(1− α)PY sY r(f, k − 1) + αYs(f, k)Y
∗
r (f, k)

(5)

PY rY r(f, k) =(1− α)PY rY r(f, k − 1) + αYr(f, k)Y
∗
r (f, k)

(6)

where α is a smoothing parameter, which in range of {0..1}.

The Wiener filter coefficients are calculated as:

H(f, k) =
PY sY r(f, k)

PY rY r(f, k)
(7)

The GSC beamformer’s output signal can be derived by:

Y (f, k) = Ys(f, k)− Yr(f, k) ∗H(f, k) (8)

Due to the microphone mismatches, the inaccurate direction

of arrival of useful speaker, the imprecise MA geometry,

the remained speech leakage in the reference signal, the

GSC beamforming often degraded, the speech quality and

speech intelligibility decreased, and the resulting signal usually

corrupted. In the ideal case, the reference signal contains only

noise signals, and the adaptive filter is capable of saving clean

speech while alleviating noisy components from the main

signal. However, GSC beamformers are sensitive to speech

leakage. The existing remaining speech in reference signal

often decreases the satisfactory perceptual for the listener, the

MA beamforming’s evaluation and the effectiveness of the

designed digital signal processing system. In the next section,

the authors proposed a spectral mask, which based on the

observed properties of MA to mitigate speech leakage for

saving useful signals.

III. THE PROPOSED SPECTRAL MASK BASED ON PRIORI

PHASE - DIFFERENCE AND THE TEMPORAL ˆSNR(f, k)

Fig. 5. The proposed method suppress the speech leakage, which often occurs
in the reference signal.

In Fig. 5, due to the existence of speech leakage in the refer-

ence signal, so the implementation of GSC beamformer in the

frequency domain usually corrupted, the speech quality, speech

intelligibility and the satisfactory perceptual metric listener

significantly affected. The author proposed an combination of

the priori information of phase difference Θ(f, k) between

two microphone signals and the formulation of the temporal

signal-to-noise ˆSNR(f, k) to form an effective spectral mask

auspm(f, k). The formulation can be defined as:
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auspm(f, k) =
1

1 + β sin2(Θ(f, k))
× 1

1 + ˆSNR(f, k)
(9)

The phase difference between two observerd MA signals

yields as:

Θ(f, k) = arg(X1(f, k))−arg(X2(f, k))−ωτ0cos(θs) (10)

with the constrained criteria −π
2 ≤ Θ(f, k) ≤ π

2 .
The relation between microphone array signals is presented

by the coherence ΓX1X2
(f, k), which is defined as [24]:

ΓX1X2
(f, k) =

PX1X2
(f, k)√

PX1X1
(f, k)× PX1X1

(f, k)
(11)

where PX1X2(f, k) is cross PSD, PX1X1(f, k), PX2X2(f, k)
is auto PSD of microphone array signals X1(f, k), X2(f, k).

PXiXj
(f, k) = γPXiXj

(f, k − 1)

+ (1− γ)Xi(f, k)X
∗
j (f, k), i, j = 1, 2 (12)

with γ is a smoothing parameter, which in the range 0..1.
In MA beamforming,the coherence of dual - microphone

relatives to the coherence of speech component, noise and the

temporal ˆSNR(f, k) as the following way:

ΓX1X2
(f, k) =

ˆSNR(f, k)

1 + ˆSNR(f, k)
Γs(f, θs)+

1

1 + ˆSNR(f, k)
Γn

(13)

where Γs(f, θs) = ejΦs , Γn = 1 in the coherent noise field,

and Γn = sin(ωτ0)
ωτ0

in diffuse noise field.

If we denote 1
1+ ˆSNR(f,k)

= ρ(f, k), the equation (13) can

be rewritten as:

ΓX1X2
(f, k) = (1− ρ(f, k))Γs(f, θs) + ρ(f, k)Γn (14)

And

ρ(f, k) =
1− ΓX1X2

(f, k)

Γs(f, θs)− Γn
(15)

Consequently, the author’s suggested spectral mask

auspm(f, k) own the formulation:

auspm(f, k) =
1

1 + β sin2(Θ(f, k))
× 1− ΓX1X2(f, k)

Γs(f, θs)− Γn
(16)

As we known that, at the frame with the existence of

speech component, the phase different often occurs. In the

ideally recording scenario, the Θ(f, k) = 0; but in practical

situations, this parameter often ≤ −π
2 or ≥ π

2 . Therefore, in

the frame with speech, with an appropriate value of β, the ratio
1

1+β sin2(Θ(f,k))
< 1. With a combination with 1

1+ ˆSNR(f,k)
,

the spectral mask auspm(f, k) < 1 will block the remained

speech component at the reference signal.
The modified of Yr(f, k) is derived as:

Ŷr(f, k) = auspm(f, k) ∗ Yr(f, k) (17)

In the next section, the authors will perform a promising

experiment to confirm the effectiveness of the above proposed

method in a realistic recording environment.

IV. EXPERIMENTS

In this section, the authors illustrated an experiment to

verify the effectiveness of the proposed method (sp GSC)

in comparison with the conventional GSC beamformer. Dual

- microphone systems were used, due to the compact size,

easily integrated signal processing algorithm in most acoustic

equipment and low computation. The scheme of demonstrated

experiment was shown in Fig. 6.

Fig. 6. The scheme of performed experiments.

The recording scenario in an anechoic room, diffuse noise

field, a stand speaker at the distance L = 2(m) relative to

the axis of the dual - microphone system. The range between

two microphones is d = 5(cm), the direction of arrival of

interest of a useful signal is θs = 90(deg). The surrounding

environment is white noise. An objective measurement [25]

is used for calculating the speech quality in the term of the

signal-to-noise ratio (SNR).

For further signal processing, these necessary following

parameters were set. The sampling rate is Fs = 16kHz,

NFFT = 512, overlap 50%, α = 0.1, γ = 0.1, β = 5
for computing the auto - cross power spectral densities. The

Fig. 7. The waveform of original microphone array signals.
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Fig. 8. The spectrum of observed microphone signals.

Fig. 9. The waveform of processed signal by GSC beamformer.

authors compare the SNR between the original microphone

array signals, the processed by traditional GSC beamformer

and the suggested method.

The original microphone array signal is shown in Fig 7.

By using the traditional GSC beamformer, the obtained signal

was derived in Fig 8.

Fig 9 describes the resulting signal by applying the

suggested technique.

TABLE I
THE SIGNAL-TO-NOISE RATIO (DB)

Method Microphone GSC sp GSC
Estimation array signal beamformer

NIST STNR 11.2 17.2 24.0
WADA SNR 8.3 17.9 20.4

From these above figures, we can see that s p GSC removes

the speech leakage, which often occurs in the reference signal

and ensures achieving better performance. From Table , the

obtained SNR has been improved and increased from 2.5
to 6.8 (dB) and the speech distortion was reduced to 11.2
(dB), which was shown in Figure 10. The performance of

GSC beamformer is often corrupted due to many reasons,

Fig. 10. The obtained spectrum of GSC beamformer’s output signal.

Fig. 11. The waveform of processed signal by sp GSC.

Fig. 12. The spectrum of processed signal by applying sp GSC.
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Fig. 13. The comparison of energy between the microphone array signals,
processed by GSC beamformer and the proposed method.

such as: the different microphone sensitivities, the error of

direction of arrival of useful signal, imprecise MA distribution,

microphone mismatch and inaccurate frequency sampling.

Consequently, the remaining speech component, which still ex-

ists in the reference signal, causes the degraded performance of

GSC beamforming technique as the result of speech distortion

and decreased the SNR at the output signal. The spectral mask,

which uses the a priori information of phase and coherence,

has the ability of removing remaining speech components and

enhancing speech intelligibility, speech quality in comparison

with the traditional GSC beamformer. In the case of using

multiple microphones, the proposed spectral mask can be

determined by calculating the averaged coherence and phase

difference between pairs of microphones.

V. CONCLUSION

Speech enhancement, which plays an important role in

various speech applications, is vital for enhancing perceptual

listeners. Consequently, MA are promising assets for this

purpose due to their superposition of spatial information, high

directivity beampattern towards speech source while suppress-

ing interference from other directions. A novel spectral mask

was introduced for using spatial geometry, which includes

phase and coherence, for forming an appropriate spectral mask

to remove speech leakage of the reference signal in GSC

beamformer. The numerical results show the advantage of the

proposed method for enhancing speech intelligibility, speech

quality in the term of signal-to-noise ratio (SNR) from 2.5
to 6.8 (dB) and speech distortion reduced to 11.2 (dB). The

promising direction of the above approach is combination

of priori information phase and coherence to configure an

additive spectral mask, which applied to GSC beamformer’s

performance. The proposed method can be integrated into a

system with multichannel microphone signals. In the future,

the authors continue using other MA characteristics for im-

proving the effectiveness of the described algorithm.
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