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Abstract—Keyphrases offer a concise representation of a doc-
ument’s content. They are valuable for improving web search
results and enhancing tasks such as document tagging, text clas-
sification, or summarization. This makes keyphrase extraction
is an essential component of text mining. Among the widely
used constraints and features in existing keyphrase extraction
methods, we identified several effective techniques that have
not yet been used together: Part-of-Speech (PoS) restrictions,
extended stop-word lists, and position-based features. To address
this gap, we propose an approach that leverages automatically
extracted extended stop word lists combined with PoS restrictions
in keyphrases, and incorporates positional criteria. The main goal
of the work was to develop a fast keyphrase extraction algorithm,
which was built upon the three mentioned features. Experimental
results on the INSPEC and SemEval 2010 datasets demonstrate
the effectiveness of the proposed method.

I. INTRODUCTION

Keyphrases offer a concise representation of a document’s

content and automatic keyphrase extraction involves ”the au-

tomatic selection of important and topical phrases from the

body of a document” [1]. Being more informative than single

keywords, keyphrases enhance the efficiency of text mining

processes. They can improve the functionality of information

retrieval systems [2]–[6] and are useful across various natural

language processing tasks, e.g., document categorization [7],

text summarization [8], [9], opinion mining [10], web tagging

[11]. Thus, automatic keyphrase extraction is an important

research task. In practice, keyphrases usually contain from

one to five words. Table I contains the example of the text

and keyphrases from the INSPEC dataset [7].

This work is centered on the development of a rapid unsu-

pervised keyphrase extraction approach from single documents

that require no external resources such as WordNet, Wikipedia,

or pre-trained models, including LDA models or transformer-

based language models. These external resources can be used

in addition to the proposed approach for further improvement.

We exploit an iterative method to generate stop words (stoplist)

for keyphrase extraction and introduce a keyphrase extraction

algorithm that combines an extended stoplist, Part-of-Speech

(PoS) restrictions, and a position feature. The results of

experiments obtained on several well-known datasets (with

short and long texts) affirm the effectiveness of the proposed

method in comparison with baseline algorithms.

TABLE I TEXT AND KEYPHRASES FROM THE INSPEC
DATASET [7]

Accelerated simulation of the steady-state availability of non-
Markovian systems. A general accelerated simulation method for
evaluation of the steady-state availability of non-Markovian systems
is proposed. It is applied to the investigation of a class of systems with
repair. Numerical examples are given.

II. RELATED WORK

A. Classification of methods for keyphrase extraction

The existing keyphrase extraction approaches can be divided

in several ways. Traditionally they are grouped as supervised

and unsupervised. Another way is to distinguish them between

two approach types:

• The keyphrase approach Type 1 (word-based approaches)

consists of two stages: (1) word weighing, followed by

the ranking/classification, and (2) keyphrase construction

based on the results of the previous stage. This approach

mainly employs: unsupervised graph-based models for

word weighing and ranking (e.g. [12]) or supervised
methods - mainly neural networks (e.g. LSTM-RNN) and

conditional random fields – that produce a decision for

each word regardless of whether this word is part of a

keyphrase or not and of its position within a phrase [11],

[13]–[15].

• The keyphrase approach Type 2 (candidate-based ap-

proaches) also includes two stages: (1) keyphrase can-

didates extraction, and (2) keyphrase selection based on

the ranking/classification of the candidates. The follow-

ing techniques have been proposed for candidate phrase

selection: 1) extraction of n-grams from text or its parts,

as in [16]–[18]; 2) extraction of noun phrases or PoS

sequences according to predefined patterns [16], [19]; 3)

subsequences with the highest frequency of occurrence in

the collection [3], [4]; 4) longest continuous sequences

within phrase delimiters [20]–[22]; and their combina-

tions. In the second stage, the ranking or classification

is performed (1) using unsupervised ranking approaches
including graph-based [19], [21], tf -idf based [18], [23],

embedding/transformer-based methods [24]–[30]. or, (2)
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supervised methods including Naive Bayes [22], Support

Vector Machines [31], Random Forest [32], Conditional

Random Field [15], Neural Networks [33], etc. Candi-

dates in these methods are commonly extracted as noun

phrases or sequences of nous, and adjectives. These

methods are based on the calculation of the distance

between the embedding of a candidate and the entire doc-

ument, sentence, or topic, as well as between candidates

themselves.

There are important word and phrase-based features that

are commonly taken into account in the keyphrase extraction

domain: PoS feature, the position of the first occurrence of

a given phrase with respect to the document start point, the

length feature, words co-occurrence, the tf and idf of the

phrase, keyphraseness (encodes the number of times a phrase

appears in the training set as a keyphrase), the sequences of

word prefixes and suffixes in the phrase, word embeddings, the

nearest context enriched e.g. with PoS tags, external resource-

based features extracted e.g. from Wikipedia and WordNet.

Also, keyphrase extraction approaches can be split based

on the involvement of corpus-based features. One set of

approaches including RAKE [20], TextRank [12], SingleRank

[21], and YAKE [34], [35] searches for keyphrases in an

individual document without using statistics based on the

whole dataset. Another set of approaches produces corpus-

based statistical features (e.g., tf -idf , as in [18], [23]). More-

over, the methods can be divided into those that do not need

external resources to perform keyphrase extraction and those

that use knowledge bases, such as WordNet or Wikipedia (e.g.,

[19], [36]).

This research is based on the unsupervised approach Type 2
that extracts keyphrases from a single document and requires
neither corpus information nor external information or pre-
trained models, including LDA-models or transformer-based
language models.

B. Positioning of the study and baseline Approaches

In this Section, we define the scope of our work and

position it with respect to the representative literature related

to different research directions within keyphrase extraction.

As in TextRank [12], SingleRank [21], YAKE [34], [35]

and RAKE [20], we focus on the unsupervised methods that

can be efficiently applied to single documents and require

neither corpus information nor external resources. For this

reason, the mentioned methods are our main baseline ap-

proaches and we do not make comparisons with LDA-based

or embedding—transformer-based approaches. We aimed to

propose an algorithm that would be as simple and fast as

possible. In selected baselines, the first one relates to the

approach Type 1, and the other - to Type 2. TextRank and

SingleRank are graph-based methods but they use graphs in

different steps. YAKE and RAKE are statistical methods.

TextRank. TextRank [12] employs a graph-based approach

to rank words and select a part of them for further keyphrase

construction. In this method, a word graph is built, where

words are vertices and the edges represent the fact of word

co-occurrence in a given text in a window of size n (edges are

not weighted). The vertices of the graph (words) are weighed

and ranked, and one-third of the number of words with the

highest rank are selected as keywords. Sequences of adjacent

keywords are merged into multiword keywords. To calculate

word weight, a modification of the PageRank formula [37]

is used. The authors report that the best results are achieved

with n=2 when only nouns and adjectives are allowed in the

keyword set.

SingleRank. In this approach [21], keyphrase candidates

are extracted and then a graph-based approach is used to rank

them. The candidates are extracted as the longest continuous

sequences of nouns and adjectives from a given text given

the condition that phrases ending with an adjective are not

allowed. The score of a candidate phrase is computed by

summing the scores of the words contained in the phrase. The

scores for words are counted recursively similar to PageRank

[37] and exploit a local graph for a given document. The

vertices of this graph include only nouns and adjectives, the

edges are weighted based on word co-occurrence.

RAKE. RAKE [20] can be considered as one of the most

rapid algorithms. First, it extracts keyphrase candidates fol-

lowed by the evaluation of the phrase weight as the sum of its

member word scores. The candidates are extracted as longest

sequences of contiguous words split at phrase delimiters and

stop word positions.

The sequences are not required to match predefined patterns

as in [19] and, as opposed to SingleRank, there are no

PoS restrictions. Instead, the authors of RAKE propose a

method for the automatic construction of a stoplist (list of

stop words). The obtained stop words are used as delimiters

between phrases. To construct this stoplist the algorithm uses a

document set where keyphrases are labelled for each text. The

frequency of each word occurring adjacent to a keyphrase is

accumulated across these documents. The words with a term

frequency higher than a predefined value that occurs more

frequently as adjacent to keyphrases than within them are

included in the stoplist. Once the stoplist is built it can be

used for different datasets from the same area.

In RAKE, a candidate keyphrase is weighed as the sum of

the weights of the constituent words. For weight estimation, a

graph of word co-occurrences within the extracted candidates

is built. The graph is used to calculate the degree of a word

vertex, which equals to counting the number of different words

this word co-occurs with within the candidates extracted from

a given text. Naturally, the words with higher scores tend to

occur often and in longer candidates. The authors use the ratio

between a given word‘s degree and its frequency in a text to

calculate the word‘s scores and report that in this case, the

words that predominantly occur in longer candidates are more

likely to have higher scores.

YAKE. In [34], [35], YAKE is experimentally shown to

improve the results of other methods: RAKE, TextRank, and

SingleRank. It uses a sliding window of 3-g generating a

contiguous sequence of 1, 2, and 3-g candidate keywords.

Keyphrase candidates beginning or ending with a stopword
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TABLE II BASELINE APPROACHES AND THE FEATURES: POS
RESTRICTIONS, POSITION FEATURE, EXTENDED STOPLISTS

RAKE YAKE TextRank SingleRank
PoS + +
Extended StopList +
Position feature +

are not allowed. That is, as opposed to RAKE, TextRank, and

SingleRank, there is a constraint on the maximum length of

phrases, and the overall number of generated candidates is ex-

pected to exceed the number of candidates produced by RAKE

or SingleRank. Furthermore, as compared to RAKE, YAKE

uses a more sophisticated and expensive implementation of the

ranking step. The weight calculation in YAKE is based on the

following features: (1) Casing; (2) Word Position; (3) Word

Frequency; (4) Word Relatedness to Context; and (5) Word

DifSentence (see [34], [35] for details). All these statistical

features are taken from single documents and do not involve

the entire document collection.

Summary. Unlike TextRank and SingleRank, RAKE and

YAKE do not use PoS constraints and outperform the results

reported in [12], [21] without using a PoS tagger. RAKE is

mostly based on the extraction of domain-dependent extended
stop words that are used as delimiters between keyphrases. In

YAKE, a sophisticated ranking procedure is implemented that

employs multiple document-based statistical features. YAKE

is the only one among the described baseline algorithms that

exploit the position feature. In RAKE and SingleRank, the

keyphrase weight is estimated as the sum of the weights of

its constituents (the words that make up a given keyphrase).

In YAKE, the keyphrase weight is calculated based on the

equation suggested in [34], [35] that takes into account the

values of the mentioned statistical features. TextRank consid-

ers only word weights and the keyphrase weight estimation is

not performed.

We summarized the information about the following fea-

tures of the algorithms: PoS restrictions, position feature, and

stoplists exploitation in Table II to show that these features

are not used all at once. We assume that they can complete

each other and we combine all of them in our approach.

The authors of RAKE report that TextRank is over 6 times

slower than RAKE. Both SingleRank and TextRank exploit

the ranking algorithm based on the modification of PageRank.

YAKE, as expected, generates a sufficiently large candidate

set and uses a much more complex ranking algorithm. We

can expect that it will not work faster than RAKE. As in

RAKE, speed is one of the priorities in our approach. Our

research extends previous studies in that it combines different

features from baseline algorithms. It relies on extended sto-

plists, position features, and PoS information bringing a new

perspective to the ideas that underlie the RAKE algorithm. To

our knowledge, none of the existing approaches incorporates

these features in a unified unsupervised model independent

from external resources and corpus-based information.

III. PROBLEM STATEMENT

Keyphrase Extraction is defined as follows. Let D =
{d1, d2, ..., dn} be a set of n documents. Each document di ∈
D has reference phrases (also called gold standard) – a set of

keyphrases predefined by the experts Ci = {ci1 , ci2 , ..., cim}.

The goal of an unsupervised keyphrase extraction approach is

for each text di ∈ D automatically extract a list of keyphrase

candidates, score them, create a ranked list, and select k (@k)

top-ranked phrases as keyphrases Gi = {gi1 , gi2 , ..., gik} that

should match the set of reference phrases as precisely as

possible in terms of exact match micro-average F1score - F1
[16]. F1 allows to integrate information about the Precision
and Recall of the extracted phrases:

Precision =
|(C ∩G)|

|G| (1)

Recall =
|(C ∩G)|

|C| (2)

FScore =
2× Precision×Recall

Precision+Recall
(3)

where |C ∩G| - is the number of correctly extracted phrases

when processing all the texts of the collection, |G| - is the total

number of phrases automatically extracted by the algorithm

from all the texts of the collection, |C| - is the number of

all phrases in the “gold standard”. The gold standard (refer-

ence phrases) for each text includes an ideal list keyphrases

manually tagged by an expert.

IV. PROPOSED APPROACH

The proposed approach consists of two stages: (1) keyphrase

candidate extraction, (2) candidate scoring, ranking, and se-

lection of k, if defined, or half top-ranked candidates as

keyphrases. The algorithm takes the following input param-

eters: the list of delimiters (punctuation, except hyphens), the

list of allowed PoS, and the stoplist. We named this approach

SWaP – a StopWords and PoS restriction-based approach to

keyphrase extraction.

A. Keyphrase candidates extraction

Following RAKE, we extract candidates as word sequences

separated by phrase delimiters and stop words. As delimiters,

we use punctuation marks (except hyphens). Complementing

TextRank and SingleRank, we introduce PoS restrictions so

that the words with disallowed PoS tags act as delimiters

between keyphrases. In the field, it is observed that nouns

and adjectives are appropriate to be allowed within keyphrases

and this fact is widely exploited. We allow these PoS in SWaP.

The approach described above allows extracting a candidate

set that is quite small and contains a relatively high percentage

of true-positive keyphrases.
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B. Candidate scores and ranking

As in RAKE and SingleRank, the keyphrase weight equals

to the sum of the weights of its components. The following

features are used for the calculation of word weights.

Word frequency feature. The proposed ranking algorithm

uses the idea exploited in RAKE to weigh the candidates

using the information on the word frequency in the obtained

word sequences and not in the whole text. Additionally, we

make use of the observation that, as opposed to single words,

long phrases are more often contextually significant. As it is

noticed, only a small group of keyphrases are single-word [19].

For this reason, we calculate word frequency as the frequency

of its occurrence in multiword candidates that belong to a

given text.

Position feature. The importance of considering the first

occurrence of a keyphrase in a text is shown in the domain. It

is intuitively reasonable that this feature should be particularly

useful in the processing of long texts, such as research papers.

It is not surprising, because it is in the title, abstract, and

introduction where the main ideas and most keyphrases are

[15]. Hence, the hypothesis is quite justified that the closer

a keyphrase lies to the beginning of a document, the more

important it is and it helps to give priority to keyphrases

extracted from the beginning of a document. Actually, the

works that achieved one of the top results in the SemEval 2010

competition (e.g. [15]) also exploit information about parts of

texts from which phrase candidates are extracted. YAKE is

reported to outperform RAKE, SingleRank and TextRank and

it takes this feature into account as opposed to the mentioned

algorithms.

We also use this feature so that SWaP is capable of

processing both long and short texts. Opposite to other works

in the area, we assume that the phrases that occur at the

beginning of a text have the same priority over each other

and over the keyphrases from the rest of the document. For

the phrases that occur close to the starting point of the second

part, the priority can be determined by measuring the distance

from the document start or using a special coefficient.

C. Ranking algorithm.

Note that a keyphrase’s weight equals the sum of its word

weights. The two features above are combined as follows to

calculate word v weight:

{ weight(v) = tf (v)*x, ind(ph)< y
weight(v) = tf (v), ind(ph)>(y-1).

where ind(ph) is the index for the phrase that contains the

word, x and y are input parameters, and tf (v) is the frequency

of occurrence of a word v in multi-word candidates. We

engage frequency data only from the obtained candidates and

combine it with the observation that only a small group of

keyphrases are single-word [19].

We introduce an additional condition for long and noisy

documents (containing names of author affiliations, links to

grants, etc.) that we apply for the processing of SemEval2010:

if for at least one word belonging to a keyphrase, tf (v)<

2, then the weight of the entire keyphrase equals to 0. This

condition does not apply to short texts, e.g. from the INSPEC

dataset. Moreover, INSPEC dataset does not contain names of

authors, affiliations, etc.

At the end of the ranking step, k top-ranked candidates are

selected as keyphrases. If k is not specified then half the top-

ranked candidates form the resulting keyphrase set.

D. Extended stoplist generation

We hold to the idea expressed in RAKE that defines phrase

delimiters as high-frequency words that are often adjacent to

keyphrases and rarely occur within them. These words are

mostly represented by function words and we will denote them

as stop words. The authors of RAKE find stop words using

keyphrases from the gold standard of the training set. The

algorithm proved its efficiency and is patented.

In the present study, we exploited and tested an alternative

approach for the construction of extended stop-word lists. It

involves finding the words that are often incorrectly included

in keyphrase candidates. We use the same training set as in

[20] to find these words.

Define two algorithms: SWEA (stop words Extraction Al-

gorithm) and KE algorithm (Keyphrase Extraction Algorithm,

which exploits stop words). SWEA iterates over the words in

the train collection and measures the increase in performance

quality of the KE algorithm produced by the inclusion of each

specific word in the stoplist. If this improvement exceeds the

threshold p, the word is labeled as a stopword. In the final step,

all words labeled as stop words are added to the initial stoplist.

Since the use of new stop words can change the specific

features of the phrases extracted by the KE algorithm and it

may produce wrong results for other words, SWEA proceeds

to a new iteration. At the i-th iteration, SWEA iterates again

over all words, except stop words, from the dictionary of the

train collection and assesses whether the inclusion of each

specific word contributes to the improvement in performance

quality. For this purpose, KE algorithm uses a stoplist that

includes all words obtained at the previous iterations.

E. Algorithm complexity.

Assuming that the extended stoplist is generated and the

dataset is PoS-tagged, the time complexity of SWaP is O(n ∗
log(n)), n – the number of words in a document. On one pass

through the text, the following is accomplished with O(n): a)

construction of all candidates, b) word frequency calculation,

and c) assignment of phrase position feature. In the ranking

step, the weight estimation for each keyphrase requires O(n)

and the sorting of all keyphrases is O(m ∗ log(m) where m is

the number of phrases. Since m < n, the overall complexity

of this step and of the whole algorithm is denoted as O(n ∗
log(n)).

F. Comparison with the baseline methods

The proposed SWaP method incorporates several effective

properties of other algorithms. As in TextRank and SingleR-

ank, we introduce the constraints on the PoS (nouns and
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adjectives) that are allowed in the retrieved keyphrases. Also,

similar to YAKE, SWaP takes into account the closeness to

the beginning of the document during keyphrase weighting.

The keyphrase candidates extraction algorithm in SWaP is

similar to the one used in RAKE. RAKE‘s difference is that

it does not employ PoS restrictions and involves adjacent

keywords [20]. As in RAKE, we generate and employ an

extended list of stop words that act as delimiters between

keyphrases. SWaP and RAKE use different stop-word list

generation methods. The ranking procedure in both algorithms

is comparable. Assuming that the stoplist is an input parameter

and the texts are previously PoS-tagged, our approach is quite

rapid and close to RAKE. Notice that when RAKE was

compared to TextRank and the authors reported that it worked

6 times faster, the PoS tagging step in the TextRank algorithm

was not taken into consideration [20].

V. DATASETS

INSPEC. INSPEC [16] is one of the most famous datasets

in the domain of keyphrase extraction. The subsets of the

INSPEC dataset of research abstracts that we use in the

experiments are as follows: INSPEC-Trial (1000 documents)

and INSPEC-Test (500 documents).The abstracts are related

to the following research fields: Computers and Control, In-

formation Technology. For each abstract, there are two sets of

keyphrases: (1) a controlled set of terms assigned by an expert

indexer (terms restricted to the INSPEC thesaurus); (2) a set of

uncontrolled terms (any suitable terms). The keyphrases from

these sets can either appear or not in the abstracts. We rely

on the uncontrolled set as the gold standard following many

other works in the domain. Most of the phrases from this set

are present in the abstracts as compared with the controlled

set (76.2% as opposed to 18.1%) [16]. The following data

provides a statistical information for the INSPEC-Test: docu-

ment length in words (avg.:122, min.:23, max.:338), number of

keyphrases (avg.:10, min.:2, max.:31). Following [20], we use

the INSPEC-Trial dataset (1000 documents) to create stopword

lists and INSPEC-Test to evaluate the proposed approach

SemEval 2010. The SemEval 2010 dataset [38] consists of

244 full scientific papers from the computer science domain

collected from ACM (avg. 8,020 tokens per document). The

dataset combines documents from 4 categories: C2.4 (Dis-

tributed Systems), H3.3 (Information Search and Retrieval),

I2.11 (Distributed Artificial Intelligence-Multiagent Systems),

and J4 (Social and Behavioral Sciences-Economics). This

collection includes a total of 244 documents divided into

three parts: Trial (40 documents, that are also included in

TRAIN), Train (144 documents), and Test (100 documents).

Each article in the dataset has several human-assigned gold

standards (author-assigned, reader-assigned, and combined).

We use the Test dataset during the evaluation process and the

combined gold standard: reader-assigned and author-assigned

keyphrases where the number of keyphrases on average is: 15

(min.:9, max.:29).

VI. EVALUATION

We use micro-averaged exact match F1 to evaluate the

quality of the proposed approach as well as the Precision and

Recall. An exact match means that an automatically extracted

keyphrase is considered a true positive if the gold standard

contains exactly the same phrase. If there is a semantically

equivalent but visually distinct phrase, it is considered a false

positive. This is an evaluation error as defined by [39]. It is

one of four types of errors described in [39] that causes low-

performance quality in keyphrase extraction algorithms. Here,

it should be noticed that despite the fact that the domain has

existed for a long time the quality performance of keyphrase

extraction algorithms is still poor in terms of F1.

The specific aims of this study do not include reimplemen-

tation of the algorithms that are considered for comparison

purposes. We refer to the results achieved by these algorithms

that are available in the previous literature. Both comparison

methods (reimplementation of the algorithms and compari-

son to the available published results) have their respective

drawbacks that should be taken into account. Particularly, the

reimplementation results can disagree with those available in

publications as shown in [40]. In some cases, it is possible

to find the cause of the divergence, and sometimes, additional

investigation is needed [40].

If we perform a comparison with the results available in the

literature, we face the problem that a correct comparison may

not be always possible due to the below-listed circumstances

that are often not considered by the authors in the domain.

On the basis of the INSPEC collection, let us outline the main

aspects that should be considered when comparing the results

with those available in the literature:

• the INSPEC gold standard dataset contains keyphrases

that may not occur in the texts. Some authors (e.g., [12],

[20]) employ the default full version of the gold standard,

other authors (e.g., [16], [21]) remove keyphrases that do

not occur in the texts and use the short version.

• one set of studies presents the results obtained on the sub-

set of 500 documents from INSPEC-Test. In another set,

these 500 documents are taken not only from INSPEC-

Test but from the whole pool of the INSPEC dataset. For

instance, the authors of [41] pick 500 documents out of

2000 texts where all the gold standard phrases occur in

the selected documents.

• most studies employ the uncounter gold standard set and

some authors prefer to merge the counter and uncounter

sets as in [42].

• most works employ the micro-average F1 as the quality

measure, however, some studies (e.g., [11], [36] report

on the use of the macro-average F1.

Additionally, it should be noted that some studies impose

a constraint on the number of keyphrases that should be

extracted (often k=5, 10, 15). In another set of works, there is

no such limitation and, for each text, any number of keyphrases

can be retrieved.
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TABLE III EVALUATION ON INSPEC DATASET. RESULTS FOR

TEXTRANK AND SINGLERANK IN THE COLUMN ” F RE-IMPL”
REIMPLEMENTATION ARE TAKEN FROM [40]

INSPEC F re-impl. P R F
SWaP - 0.355 0.470 0.404
RAKE - 0.337 0.415 0.372 [20]
YAKE - - - 0.316 [34]
TextRank 0.330 0.312 0.431 0.362 [12]
SingleRank 0.353 - - -

To avoid inaccuracies and perform an efficient comparison,

we take the results of the reimplementation of the main

algorithms described in [40] that are achieved with the best

parameters. Here, the author’s quality evaluation parameters

coincide with ours: INSPEC-Test collection, the full uncon-

trolled version of the gold standard, no additional stemming

of gold standard and extracted phrases, micro-average exact-

match F1. These results are taken from [40] and presented

in Table III column ”re-impl.” (this Table is in section 4

Experiments). In addition, it provides the results from the

original papers.

In [40], the results obtained on the SemEval-2010 collection

are not presented. They are given in [34], [35] and the

reimplementation of the algorithms is available in the YAKE

project. For each text, the top 10 keyphrases were selected.

The results obtained in [34], [35] are presented in Table IV

(this Table is in section 4 Experiments).

VII. EXPERIMENTS

A. Experiment description and results

The experiments are conducted in the following order and

with the following settings:

• allowed PoS: nouns and adjectives.

• extended stoplists extraction using INSPEC-Trial dataset:

the number of iterations i =2; parameter p=0.0001 in the

first iteration, p =0.0005 in the second iteration;

• keyphrase extraction from the INSPEC-Test dataset with

the obtained extended stoplist, undefined evaluation pa-

rameter k1 and full uncountr gold standard, position

feature parameters x=10, y=3000;

• keyphrase extraction from the SemEval-Test dataset

with the obtained extended stoplist, evaluation parameter

k=10, reader and author combined gold standards, posi-

tion feature parameters x=10, y=3000.

Table III shows the results achieved on the INSPEC-Test

dataset where the following notation is used. The column ”re-

implementation” tabulates the results with the best-performing

setup reported in [40] for the re-implementation of the indi-

cated algorithms. In Table IV, the results for SemEval 2010

(combined reader-author gold standard) are shown: for the

case where 10 keyphrases should be extracted from a given

1Remind: k - is the number of keyphrases that the algorithm can extract.
If k is not specified then the half top-ranked candidates form the resulting
keyphrase set

TABLE IV EVALUATION ON SEMEVAL 2010 DATASET FOR 10-TOP

KEYPHRASES. RESULTS FOR RAKE, TEXTTANK AND SINGLERANK ARE

TAKEN FROM [34], [35]

SemEval 2010 @10 P R F
SWaP 0.180 0.117 0.142
YAKE 0.153 0.103 0.123
RAKE 0.007 0.004 0.005
TextRank 0.101 0.067 0.081
SingleRank 0.035 0.022 0.027

text. The results achieved on both collections demonstrate that

SWaP outperforms all baseline methods.

B. Discussion

The results produced by SWaP improve the results achieved

by the baseline algorithms. Moreover, SWaP uses a sim-

ple keyphrase extraction procedure that allows extracting a

minimum number of keyphrase candidates, and a simple

and computationally cheap ranking method. This is achieved

through the incorporation of several important components:

PoS constraints, position feature and stoplist. Table V summa-

rizes the processing of each collection by SWaP and indicates

the role each component plays in the extraction process.

Position. This feature is particularly useful for the pro-

cessing of full research papers. It allows selecting candidates

primarily from the starting parts of a document, such as the

title, abstract, and introduction where keyphrase density is

much higher than in the main body of the article. The latter

increases the number of true positives among the candidates

and, consequently, in the resulting keyphrase set. In this

respect, YAKE has an advantage over RAKE, TextRank, and

SingleRank and expectedly works better on long texts. For

short texts, this position feature plays a less important role.

It is easy to observe in the results reported in [34], [35] that

the advantage of YAKE on short texts is less prominent. In

the case of the INSPEC processing, the use of this feature

does not have any effect on the quality, while for SemEval, it

significantly impacts the performance quality.

The authors of [39], [40] point out that the increase in doc-

ument length substantially affects the quality of the retrieved

phrases and complicates the task. In the first place, it can be

explained by the fact that a long text generates a large number

of candidates, which negatively influences the results of the

subsequent keyphrase selection. The authors of [43] remark

that the quality of keyphrase candidates significantly impacts

the results of the final ranking and, subsequently, determines

the quality of the final keyphrase set. Following this idea,

our task is to build a small set of high-quality candidates

for a given text. For scientific articles, we achieve this by

focusing on titles, abstracts, and introductions. The position

feature helps us in it.

PoS. The application of PoS constraints affects less the

results obtained on SemEval as compared to INSPEC, which

in our opinion is due to the differences in document lengths.

SemEval includes full texts, not only abstracts as INSPEC,

which allows accumulating the necessary statistics on the
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TABLE V INFLUENCE OF THE MAIN FEATURES ON SWAP
PROCESSING

INSPEC SemEval
P R F P R F

All features 0.355 0.470 0.404 0.180 0.117 0.142
no position feature 0.355 0.470 0.404 0.046 0.031 0.037
no PoS 0.256 0.453 0.327 0.132 0.087 0.104
no stoplist 0.320 0.467 0.380 0.165 0.107 0.130
no stop & no PoS 0.222 0.419 0.291 0.114 0.076 0.091

occurrence of terms in multiword candidates. We assume

that this statistic helps to increase the weight of the phrases

consisting of nouns and adjectives. The data that can be

collected from the abstracts on word frequency in candidate

keyphrases is limited. We can state that the introduction of

PoS constraints has a higher influence on the processing of

short texts as compared to full texts.

StopList. The application of stoplists in RAKE and SWaP

allows finding words that function as delimiters between

keyphrases on the one hand, and on another hand, it enables

to removal of the terms that are commonly present in texts

and do not reflect the specifics of a given document. For

scientific publications, these are such words as paper, author,

study, suppose and others. The use of a similar stoplist

improves the quality of the algorithms. The results show that

the constructed stoplist possesses the property of universality

within one research field and in this case, both datasets are

related to scientific publications. The latter is confirmed by the

fact that the same stoplist built using INSPEC-Train is applied

to both collections and in both cases, its application makes it

possible to improve the quality of the keyphrase extraction

algorithm.

To sum up, let us point out that this combination of features

seems promising and justified, which is proved by the achieved

results. Earlier these components functioned separately and

now we incorporate all of them into the SWaP approach

and show the advantages of this combination. This allows us

to suggest a simple and effective keyphrase extraction algo-

rithm, specifically, a simple and rapid approach to candidate

keyphrase extraction and ranking.

VIII. CONCLUSION

In this paper, a keyphrase extraction algorithm is proposed

that allows combining PoS restrictions with an automatically

generated extended stoplist. The incorporation of these compo-

nents together with a position feature into a simple candidate

extraction and ranking procedure enables the enhancement

of the state-of-the-art in the field. The algorithm extracts

keyphrases from individual documents in an unsupervised

manner and depends neither on the whole dataset nor on

external knowledge bases, such as WordNet, Wikipedia, or

pre-trained models. The algorithm affirms its effectiveness on

two well-known datasets. Moreover, we show what features

play a key role in processing short texts and which are

particularly important when working with full texts.
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