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Abstract—Vision-language models (VLMs) have shown re-
markable potential in various domains, particularly in zero-shot
learning applications. This research focuses on evaluating the per-
formance of notable VLMs—CLIP, PLIP, and BiomedCLIP—in
the classification of blood cells, with a specific emphasis on
distinguishing between normal and malignant (cancerous) cells
datasets. While CLIP demonstrates robust zero-shot capabilities
in general tasks, this study probes its biomedical adaptations,
PLIP and BiomedCLIP, to assess their effectiveness in special-
ized medical tasks, such as hematological image classification.
Additionally, we investigate the impact of prompt engineering
on model performance, exploring how variations in prompt
construction influence accuracy across these biomedical datasets.
Extensive experiments were conducted on a variety of biomedical
images, including microscopic blood cell images, brain MRIs,
and chest X-rays, providing a comprehensive evaluation of the
VLMs’ applicability in medical imaging. Our findings reveal
that while CLIP, trained on general datasets, performs well in
broader contexts, PLIP and BiomedCLIP—optimized for medical
imagery—demonstrate enhanced accuracy in medical settings,
particularly in hematology. The results underscore the strengths
and limitations of these models, offering valuable insights into
their adaptability, precision, and potential for future applications
in medical image classification.

I. INTRODUCTION

The advent of vision-language models (VLMs) has revo-

lutionized artificial intelligence by integrating visual percep-

tion with natural language processing, opening new possibil-

ities across various domains. In healthcare, these multimodal

models have shown tremendous promise, from generating

diagnostic reports based on medical imaging to enhancing

the functionality of medical chatbots. VLMs are particularly

notable for their ability to perform zero-shot learning, where

they successfully complete tasks without specific prior training

on those tasks. This capability has the potential to significantly

improve the accuracy and efficiency of medical image analysis,

providing invaluable insights to healthcare professionals [1]–

[5].

While VLMs have been applied successfully across multi-

ple sectors, their effectiveness in medical applications often

depends on the availability of large, annotated datasets. Such

datasets, curated by human experts, are essential for train-

ing these models to ensure that they produce reliable and

accurate results. Among the VLMs, CLIP (Contrastive Lan-

guage–Image Pre-training) [6] stands out for its strong perfor-

mance in general image classification using zero-shot learning.

Building on this, specialized models like Pathology Language

and Image Pre-Training (PLIP) [7] and BiomedCLIP [8] have

been developed to better handle medical imaging tasks, par-

ticularly in fields such as pathology. These models are tailored

to capture the complexities of medical images, potentially

transforming diagnostic workflows. However, despite these

advances, even medically pre-trained models like PLIP and

BiomedCLIP may not encompass the full range of medical

imaging domains, limiting their effectiveness, especially in the

diagnosis of rare or complex conditions.
This study aims to evaluate the performance of leading

VLMs—CLIP, PLIP, and BiomedCLIP—in the context of

blood cell classification. Specifically, the research focuses

on the models’ ability to differentiate between normal and

malignant (cancerous) blood cells across two distinct datasets.

Although CLIP has established itself as a versatile tool for

zero-shot learning, the study will investigate the effectiveness

of its biomedical adaptations, PLIP and BiomedCLIP, in

handling specialized medical tasks.
This research is guided by four main questions:

• How effective are vision-language models (VLMs) like

CLIP, PLIP, and BiomedCLIP in classifying blood cells

as normal or malignant?

• What are the strengths and limitations of general-purpose

VLMs (e.g., CLIP) compared to biomedical-focused

VLMs (e.g., PLIP, BiomedCLIP) for specialized medical

image classification?

• How do variations in prompt construction affect the

accuracy of VLMs in medical image classification, par-

ticularly in blood cell analysis?

• Can VLMs trained on general datasets, like CLIP, be ef-

fectively adapted for biomedical applications, particularly

in hematology, as compared to models explicitly trained

on medical data, such as PLIP and BiomedCLIP?

Through these questions, the study seeks to uncover insights

into the adaptability and performance of VLMs in the biomedi-

cal domain, offering potential pathways for improving medical

image classification workflows.

II. RELATED WORK

A. Dataset
In this study, we utilized the BloodMNIST

dataset [9], which is also available via the GitHub

ISSN 2305-7254________________________________________PROCEEDING OF THE 36TH CONFERENCE OF FRUCT ASSOCIATION

---------------------------------------------------------------------------- 578 ----------------------------------------------------------------------------



link https://github.com/MedMNIST/MedMNIST. The

BloodMNIST dataset, sometimes referred to as ”bloodmnist,”

consists of medical images depicting normal blood cells.

These images were collected from individuals who were free

from infections, hematologic disorders, oncological diseases,

and had not undergone any pharmacological treatments at the

time of blood collection. We selected 10,298 images, which

are categorized into five distinct blood cell types: basophils,

eosinophils, lymphocytes, monocytes, and neutrophils (as

shown in Fig. 1).

Fig. 1. White Blood Cell (WBC) dataset

The second dataset used in this study is the Blood Can-

cer dataset [10], which was prepared at the bone marrow

laboratory of Taleqani Hospital in Tehran, Iran. This dataset

comprises 3,256 peripheral blood smear (PBS) images from

89 patients suspected of having acute lymphoblastic leukemia

(ALL). The blood samples were prepared and stained by

experienced laboratory staff. The dataset is divided into two

main categories: benign and malignant. The benign class

consists of hematogones, while the malignant class includes

the ALL group, further subdivided into three types of ma-

lignant lymphoblasts: Early Pre-B, Pre-B, and Pro-B ALL.

All images were captured using a Zeiss microscope with

100x magnification and saved as JPG files. For this study,

we focused on malignant cells, specifically early, pre, and pro

cancer stages (as shown in Fig. 2).

B. Background

In a recent study [11], the authors evaluated CLIP in

both open- and closed-world settings, where the closed-world

scenario provides a predefined set of labels. CLIP processes

the image and the prompt, selecting the class with the highest

cosine similarity to the image feature. In the closed-world

setting, CLIP outperformed various vision-language models

(VLMs) across multiple classification tasks, including fine-

grained datasets like Flowers102 and StanfordCars. However,

in the open-world setting, CLIP’s performance was signifi-

cantly lower, achieving only 32% accuracy. The study also

Fig. 2. Acute Lymphoblastic Leukemia (ALL) image dataset

emphasized the importance of prompt engineering as a major

limitation for VLMs [12].

Vision-Language Models (VLMs) have emerged as power-

ful tools for bridging the gap between visual and textual infor-

mation. CLIP [6], a pioneering VLM developed by OpenAI,

has demonstrated impressive performance in various tasks,

including zero-shot learning. However, its application in the

medical domain, particularly for medical image classification,

remains relatively unexplored. To address the challenges of

applying general-purpose VLMs to medical imaging, domain-

specific adaptations like PLIP and BiomedCLIP have been

developed. These models incorporate medical-specific datasets

to improve performance in healthcare tasks, such as disease

classification from imaging data [3] [13] [14]..

Previous studies on blood cell classification have largely

relied on convolutional neural networks (CNNs) with extensive

labeled datasets [15]–[18]. The introduction of VLMs in

medical imaging offers a new approach, enabling models to

generalize from broader knowledge to specialized tasks with-

out extensive retraining [19]. Recent advancements in prompt

engineering have further underscored its impact on model

performance, particularly in specialized fields like medicine.

In this study, we evaluate the performance of CLIP, PLIP,

and BiomedCLIP on blood cell datasets, assessing their ability

to distinguish between normal and cancerous cells. We also

explore the influence of prompt variation on VLM accuracy

in biomedical tasks.

A recent paper by Kakkar et al. [20] addresses the gap in

automated image description generation for whole-body multi-

modal clinical scans, specifically MR and CT radiological

images. While previous research focused on generating clinical

descriptions for specific body regions or modalities, this study

presents a method for generating standardized descriptions of

body stations and organs across the entire body using the

CLIP model. With refinements such as fine-tuning the model,

augmenting the prompt structure, and leveraging domain-

specific data, the approach achieved a 47.6% performance

improvement over the baseline PubMedCLIP.
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In this study, we also compare CLIP, PLIP, and BiomedCLIP

in the context of blood cell classification, investigating how

these models handle complex medical imagery and the extent

to which prompt engineering can enhance their performance

in this domain.

C. CLIP

CLIP, developed by OpenAI, is a vision-language model

designed to understand both images and text by jointly training

on image-text pairs. It works by learning to associate im-

ages with their corresponding textual descriptions through a

contrastive learning approach. CLIP excels in zero-shot learn-

ing, meaning it can classify images without being explicitly

trained on specific tasks, leveraging its broad knowledge across

domains. This allows it to generalize well across different

datasets and perform a variety of visual tasks without task-

specific retraining. CLIP has shown impressive performance

in object detection, image classification, and other general-

purpose vision-language tasks [21]–[23]. It is often used in

contexts requiring flexibility, such as in creative applications,

automated content moderation, and more [24].

D. PLIP

PLIP is a biomedical adaptation of CLIP designed to address

the specific needs of medical image analysis. While CLIP is

trained on general datasets, PLIP uses medical image-text pairs

to focus on pathology and related tasks. PLIP is tailored for

medical imagery, offering improved accuracy and performance

in tasks like medical image classification, segmentation, and

diagnosis [7], [25]. By incorporating domain-specific data,

PLIP bridges the gap between general-purpose models and

specialized medical applications [26]. PLIP is primarily used

in pathology and related fields, aiding in tasks like disease

detection, diagnosis support, and interpretation of histopathol-

ogy images [27]. Its ability to understand medical terminology

and complex visual features makes it highly useful in clinical

settings.

E. BiomedCLIP

BiomedCLIP is another specialized adaptation of CLIP, but

it is even more focused on a broader range of biomedical

tasks beyond pathology. It is trained on biomedical text and

images to improve performance in clinical and diagnostic tasks

across various medical domains. By leveraging biomedical

corpora and extensive image-text pairs from medical contexts,

BiomedCLIP enhances the model’s ability to interpret and

classify complex medical images, such as MRIs, CT scans, and

X-rays, alongside their associated reports [28]–[30]. Biomed-

CLIP is used in various medical imaging tasks, including

disease classification, image annotation, and clinical report

generation [31]. Its domain-specific training allows it to excel

in healthcare applications where general models like CLIP

may lack the necessary depth of understanding.

III. METHODOLOGY

We utilized three different vision-language models

(VLMs)—CLIP, PLIP, and BiomedCLIP—to evaluate their

performance in classifying both malignant blood cells and

normal white blood cells (WBCs) using three distinct text

prompts. The dataset, which included images in formats

such as .png, .jpg, .jpeg, .bmp, and .tiff, was loaded from

a directory. Each image was preprocessed by resizing it

to 224x224 pixels to match the input requirements of the

models. The images were processed in batches of 32, and

once a batch reached this size, it was fed into the model for

inference.

For each batch, the model computed image-text similarity

scores (logits) between the images and the given prompts.

These logits were then converted into probabilities using

the softmax function. The predicted classes and their corre-

sponding probabilities were recorded for each image. This

procedure was repeated for all three models—CLIP, PLIP,

and BiomedCLIP—using the same dataset and prompts. The

resulting predictions were analyzed to compare each model’s

performance in classifying different stages of malignant blood

cells.

Each model was loaded, and the PLIP model was initialized

using the vinid/plip pre-trained model from Hugging-

Face’s model hub.

The figure illustrates (Fig. 3) the process of zero-shot image

classification using a Vision-Language Model (VLM). On the

left, a set of textual prompts is provided, describing different

scenarios for white blood cell (WBC) images. These prompts

include:

• “A photo of c”

• “A microscopic hematology image of c”

• “A microscopic image of a white blood cell, surrounded

by red blood cells, classified as a c.”

Here, c represents the possible classes of white blood cells,

such as neutrophils, eosinophils, lymphocytes, etc. The input

images (I1, I2, ..., IN) correspond to different WBC images.

On the right side of the figure, the VLM performs zero-shot

predictions by combining each image (I1, I2, ..., IN) with the

textual prompts (T1, T2, ..., TN). Each combination is assessed

based on the model’s ability to match the visual content of

the image with the most relevant class described in the text.

The VLM generates predictions by selecting the image-text

pair with the highest similarity, leading to the final zero-shot

classification for each image.

This method allows VLMs to classify images without

requiring explicit training on the specific task, showcasing

their generalization capabilities across various medical image

classification challenges, such as identifying different white

blood cell types.

Figure 4(a) showcases examples of the same microscopic

blood cell images, where prediction probabilities fluctuate

based on different prompt formulations. The labels and prob-

abilities for ”Early Pre-B malignant” cells vary significantly

with each prompt, highlighting the model’s sensitivity to
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Fig. 3. Zero-shot prediction using Vision-Language Models (VLMs) on Blood Cell images

changes in textual descriptions. The green-highlighted sections

represent the correct class and probability predictions for each

prompt with that class.

Figure 4(b) displays three microscopic blood cell images,

each classified using distinct textual prompts. The predictions,

color-coded for clarity, indicate the likelihood of three ma-

lignancy stages: early pre-malignant, pre-malignant, and pro-

malignant. The left image, using the prompt “A photo of

class”, showed the highest probability for the pro-malignant

stage. The middle image, using the prompt “A microscopic

hematology image of class”, was most likely classified as early

pre-malignant. The right image, prompted with “A microscopic

image of a white blood cell, surrounded by red blood cells,

classified as class”, was predicted to be pre-malignant. These

distinct prompts were designed to evaluate the effect of

descriptive language on the model’s performance in classifying

blood cell malignancy stages accurately.

IV. RESULTS

A. WBC dataset probability without fine-tuning

In this section, we present the results of the three models

(PLIP, BiomedCLIP, and CLIP) across different prompts,

analyzing their class probabilities for basophils, eosinophils,

lymphocytes, monocytes, and neutrophils.

The PLIP model exhibited considerable variability across

the prompts, with significant shifts in class probabilities. In

Prompt-1, the model assigned similar probabilities to ba-

sophils (25.8%) and neutrophils (25.7%), while eosinophils,

lymphocytes, and monocytes had more evenly distributed

probabilities ranging from 13% to 18%. This distribution sug-

gests that the model lacked strong confidence in distinguish-

ing between specific classes, particularly showing ambiguity

between basophils and neutrophils. In Prompt-2, neutrophil

confidence increased to 29%, with lymphocytes following

closely at 23%. There was a marked decrease in basophil and

eosinophil probabilities, indicating that the model had shifted

its focus towards neutrophils and lymphocytes. In Prompt-3,

the model displayed a dramatic shift, with basophil probability

increasing significantly to 60.4%. This sharp rise suggests that

the model became highly confident in identifying basophils.

However, probabilities for other classes decreased, with mono-

cytes maintaining a notable presence, while eosinophils, neu-

trophils, and lymphocytes were deprioritized.
The BiomedCLIP model demonstrated more stability but

showed a heavy bias towards neutrophils and monocytes across

all prompts. In Prompt-1, neutrophils (33.7%) and monocytes

(31.1%) dominated the predictions, while lower probabilities

were assigned to basophils, eosinophils, and lymphocytes. This
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Fig. 4. Example classification of malignant blood cells using three different prompts with corresponding prediction probabilities for early pre-malignant,
pre-malignant, and pro-malignant conditions using BiomedCLIP pre-trained model. (a) illustrates examples of the same microscopic blood cell images where
prediction probabilities vary with changes in prompt formulations. (b) displays the impact of using different prompts on the classification accuracy of the
malignant cells.

suggests that the model was more confident in distinguishing

neutrophils and monocytes. In Prompt-2, neutrophil confi-

dence soared to 72%, overwhelming the predictions for other

classes. This strong bias towards neutrophils indicates the

model’s preference for identifying neutrophils in this prompt.

In Prompt-3, neutrophil confidence decreased to 44.4%, but

the model still favored neutrophils and monocytes. Basophil

probability increased slightly to 9.6%, although neutrophils

and monocytes remained the dominant classes.

The CLIP model exhibited a more balanced response

between eosinophils and basophils, although it demonstrated

moderate variability across prompts. In Prompt-1, eosinophil

probability was the highest (41.7%), followed by basophils at

20.2%, while monocytes, lymphocytes, and neutrophils had

lower probabilities. This indicates that the model was more

confident in identifying eosinophils in this prompt. In Prompt-
2, eosinophil confidence increased further to 45.6%, with

basophil probability rising to 31.7%. Probabilities for other

classes decreased, reflecting a stronger focus on eosinophils

and basophils. In Prompt-3, a more balanced distribution was

observed, with basophils (33.6%) and eosinophils (21.8%)

sharing prominence. Monocyte and lymphocyte probabilities

also increased slightly, while eosinophil confidence decreased

compared to the earlier prompts.

TABLE I CLASS PROBABILITIES ACROSS DIFFERENT PROMPTS FOR

PLIP, BIOMEDCLIP, AND CLIP MODELS FROM WBC DATASET.

Class Prompt-1 Prompt-2 Prompt-3
PLIP

Basophil Probability 25.81% 19.45% 60.46%
Eosinophil Probability 13.55% 10.69% 29.20%
Lymphocyte Probability 18.76% 23.45% 95.00%
Monocyte Probability 16.13% 17.33% 13.41%
Neutrophil Probability 25.75% 29.07% 13.72%

BiomedCLIP
Basophil Probability 45.50% 0.00% 95.90%
Eosinophil Probability 22.30% 4.00% 54.70%
Monocyte Probability 31.14% 23.55% 31.71%
Lymphocyte Probability 83.50% 40.10% 88.10%
Neutrophil Probability 33.67% 72.03% 44.41%

CLIP
Basophil Probability 20.18% 31.74% 33.64%
Eosinophil Probability 41.67% 45.64% 21.81%
Monocyte Probability 88.30% 73.70% 12.26%
Lymphocyte Probability 11.56% 33.80% 13.20%
Neutrophil Probability 17.76% 11.87% 19.09%

B. Results for Malignant Blood Cells without fine-tuning

The table compares the predictions of the PLIP, Biomed-

CLIP, and CLIP models for malignant blood cell classification

across three prompts, focusing on three categories: Early, Pre,

and Pro-malignant stages.
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For PLIP, in Prompt-1, the model assigns the highest

probability to the ”Pre” stage (52.3%), with moderate confi-

dence in the ”Early” stage (23.98%) and lower confidence for

”Pro” (14.78%). In Prompt-2, there is a noticeable shift, with

the ”Pro” stage now having the highest probability (41.3%),

followed by ”Pre” (29.8%), while the confidence in ”Early”

remains lower (21.0%). By Prompt-3, the model shows an

increase in the probability for the ”Early” stage (33.3%)

compared to previous prompts, while ”Pre” remains relatively

high (34.6%), and ”Pro” declines to 23.8%.

For BiomedCLIP, in Prompt-1, the model demonstrates

strong confidence in identifying the ”Pro” stage (64.4%), with

significantly lower probabilities for ”Early” (17.6%) and ”Pre”

(17.5%). In Prompt-2, there is a shift toward higher confi-

dence in the ”Early” stage (42.5%), while ”Pro” confidence

decreases (32.9%) and ”Pre” remains moderate (29.6%). In

Prompt-3, the ”Pre” stage receives the highest probability

(40.3%), followed by ”Early” (37.6%) and ”Pro” (27.6%),

suggesting a more balanced distribution of confidence across

the malignant stages.

For CLIP, in Prompt-1, the model exhibits very high

confidence in the ”Pre” stage (86.7%), while the ”Early” and

”Pro” stages are assigned much lower probabilities (12.1%

and 11.8%, respectively). In Prompt-2, confidence in the

”Pre” stage decreases to 34.5%, while confidence in the

”Early” stage rises significantly to 36.5%, and confidence in

the ”Pro” stage also increases to 26.5%. By Prompt-3, the

”Early” stage takes the highest probability (50.6%), followed

by ”Pre” (40.6%), while the confidence in the ”Pro” stage

drops significantly to 6.96%.

TABLE II CLASS PROBABILITIES ACROSS DIFFERENT PROMPTS FOR

PLIP, BIOMEDCLIP, AND CLIP MODELS FOR BLOOD CELL

MALIGNANT DATASET.

Class Prompt-1 Prompt-2 Prompt-3
PLIP

Early 23.98% 21.05% 33.28%
Pre 52.34% 29.78% 34.58%
Pro 14.78% 41.27% 23.81%

BiomedCLIP
Early 17.62% 42.54% 37.63%
Pre 17.54% 29.60% 40.27%
Pro 64.44% 32.95% 27.55%

CLIP
Early 12.07% 36.46% 50.61%
Pre 86.74% 34.53% 40.56%
Pro 11.80% 26.50% 69.60%

V. DISCUSSION

This analysis highlights the varying performance and be-

havior of the PLIP, BiomedCLIP, and CLIP models across

different malignant blood cell stages and white blood cell

(WBC) classification tasks. Across both datasets, these models

demonstrated different strengths and biases depending on the

prompts and the specific classes involved.

PLIP showed significant variability across prompts in both

datasets, indicating that the model is highly sensitive to the

input prompts. In the malignant blood cell dataset, PLIP

shifted its focus between the ”Pre” and ”Pro” stages, with

notable fluctuations in confidence for the ”Early” stage. In the

WBC dataset, the model was initially uncertain but gradually

developed a strong focus on basophils in later prompts. This

variability suggests that PLIP can adapt to the prompts but

lacks stability in its class predictions across tasks.

BiomedCLIP exhibited more stability across prompts but

demonstrated a strong bias toward certain classes, particularly

neutrophils and monocytes in the WBC dataset and the ”Pro”

stage in the malignant dataset. While this consistency can be

beneficial in scenarios where these classes are dominant, it

limits the model’s flexibility and may lead to overconfidence in

certain predictions. This model performed well when focusing

on specific classes but struggled to balance predictions across

all categories.

CLIP demonstrated more balanced responses, particularly in

the malignant dataset, where it shifted from high confidence in

the ”Pre” stage in earlier prompts to a more even distribution

between ”Early” and ”Pre” stages in later prompts. In the

WBC dataset, CLIP showed strong confidence in eosinophil

classification across prompts. CLIP’s relatively balanced per-

formance makes it more adaptable to different classes, but its

variability across prompts may lead to reduced confidence in

distinguishing between similar classes. Recent study [14] also

support Inconsistency between pre-training and application,

biasing in prediction and still a challenges like domain-specific

CLIP models are tailored specifically for Chest X-rays within

medical imaging, leaving other prevalent image types like

mammography, knee MRI, and histology without adequate

research. This limitation is primarily attributed to the scarcity

of publicly available medical datasets.

VI. CONCLUSION AND LIMITATION

This study highlights the strengths of vision-language mod-

els in zero-shot learning, particularly within the realm of med-

ical image classification. Models like PLIP and BiomedCLIP

demonstrated remarkable potential in distinguishing between

normal and cancerous blood cells using textual prompts,

all without requiring additional training on specific domain-

related data. Their ability to perform accurately in such spe-

cialized tasks emphasizes the utility of vision-language models

in the medical field, showing that with the right design, these

models can effectively handle complex classifications.

However, there are some limitations to this approach. While

CLIP has proven to be powerful in general contexts, its

performance lagged behind PLIP and BiomedCLIP, models

that have been specifically trained for medical purposes. This

indicates that vision-language models may require specialized

training data to achieve optimal performance in domain-

specific tasks like hematology. Additionally, the accuracy of

the classification results was found to be highly dependent on

the design of the textual prompts. This suggests that further

refinement in prompt engineering is needed to enhance the

models’ performance in accurately classifying medical images.
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