
Towards Better Evaluation of Topic Model Quality

Abstract—Topic modelling is a popular unsupervised method
for text corpora processing to obtain interpreted knowledge of
the data. However, there is an automatic quality measurement
gap between existing metrics, human evaluation and performance
on the target tasks. That is a big challenge for automatic
hyperparameter tuning methods as they heavily rely on the
output signal to define the optimization direction. Currently, this
process of evaluating the effectiveness of the topic model faces a
number of difficulties and keeps being a labour-intensive routine
performed manually due to the absence of a universal metric that
may show strong correspondence with human assessment. The
development of a quality metric that may satisfy this condition
is essential to provide valuable feedback for the optimization
algorithm when working with flexible and complex models, such
as models based on additive regularisation or neural networks.
To address the quality measurement gap, we performed an
experimental study of existing scores on a specially created
dataset containing topic models for several different text corpora
in two languages accompanied by evaluated existing metrics and
scores obtained from human assessment. The study results show
how the situation with automatic quality estimation may be
improved and pave the way to metrics learning with ensembles
of machine learning algorithms.

I. INTRODUCTION

Topic modelling is undeniably one of the most used methods

for working with text due to its ability to convert unlabelled

text data into explainable representation. The structures of

topic models differ depending on the purposes of text analysis

and the statistical characteristics of corpora. Classical methods

such as Probabilistic Latent Semantic Analysis (PLSA) [1]

or Latent Dirichlet Allocation (LDA) [2] are good baseline

models for the modelling [3] as they can produce good

topics representation which can be interpreted by humans

while at the same time used as a feature engineering step

in data preparation pipeline for classical machine learning

methods. However, they have limitations which lead to poor

performance on datasets with specific characteristics [4].

More flexible types of models have been proposed to

improve the resulting quality. Few particularly successful ex-

amples of these classes are additively regularized topic models

(ARTM) [5] and neural models [6]–[8]. These methods can

produce better results by tuning a large number of hyperparam-

eters with the appropriate quality and loss functions aligned

with the task.

ARTM, being able to yield better quality, requires sub-

stantial effort to properly set its hyperparameters and often

demands complementary skill and experience. It happens due

to an extensive set of regularizers that can be combined

and modified during the training, which leads to different

modelling results. The whole procedure is often controlled

by a specialist, which not only consumes a lot of time for a

data scientist but eventually sets a high entrance threshold for

newbies and hinders the method from gaining more popularity

in the field.

To fix this situation and automate the labor-intensive step,

one would require a metric that can be used to characterize

the quality of resulting models and a framework that can tune

the parameters according to the metric. Due to the fact that

the data that is submitted to the input of topic models is

an unlabelled set of documents, the quality of the resulting

models solely depends on the chosen metric. In case of weak

design of the metric, the resulting solution may be practically

useless or lead to unbalanced efficiency between topics.

Currently, the process of evaluating the effectiveness of

the topic model faces a number of difficulties. First of all,

there is no unified quality estimation system, as modelling

different corpora require different metrics, which complicates

the comparison of performance. Common assessment metrics

such as perplexity [9] allow first of all to determine whether

the model has converged and to determine the criterion for

stopping optimization, for example, when a reached difference

e is no more than 5%. However, it does not show strong

correspondence with human perception of quality and eventu-

ally with human assessments. The same is also true for other

widespread metrics: coherence, npmi, kernel size, contrast,

switchP and etc.

To overcome the problem with the assessment gap, we pre-

pare the dataset consisting of a multitude of trained AR-based

topic models with corresponding parameters and different

existing metrics that have been evaluated for these models. All

models are accompanied by a human assessment performed on

Toloka [10] crowdsourcing platform. On top of this dataset,

we conducted a study on metrics correspondence to human

assessment and how it is influenced by the dataset itself to

draw a connection between them. We also introduced several

machine learning methods for automatic quality assessment

and discussed possible ways of how to build a new composed

metric that may yield better results.

Our research contributes the following:

1) Investigation of how different existing metrics corre-

spond to human assessment based on an extensive

experimental study with multiple datasets in different

languages. The comparison is needed to estimate the

connection between metrics.
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2) Introduces a possible approach to improve automatic

quality assessment of topic models based on machine

learning that can be used in automatic or semi-automatic

procedures for finding optimal parameters of topic mod-

els.

3) Introduces a new dataset (available via

https://shorturl.at/giovx) for research of automatic

quality estimation for topic modelling. The dataset

contains resulting metrics for models trained with

various input hyperparameters.

The remainder of this paper is organized as follows. Section

II provides information on the background and related works

on the question of topic models and quality measuring. Section

III describes the assessment methodology, models sampling

for human assessment and the resulting datasets. Experimental

results are described in section IV. Section V provides the

overall discussion, conclusions and vision of future works.

II. BACKGROUND AND RELATED WORK

In this section, we provide a brief overview of topic mod-

els with their applications and quality-measuring approaches.

Considering a rich history of topic modelling and an abun-

dance of approaches and modifications, we highlight only

broadly used models and quality metrics.

A. Topic Modeling

In general, the topic modelling task is to produce two

matrices - latent distribution over topics for documents p(t|d)
and distribution over words for topics p(w|t), in other words,

we want to do soft clustering:

p(w|d) =
∑

t∈T

p(w|t)p(t|d) =
∑

t∈T

φwtθtd, d ∈ D,w ∈ W,
(1)

where φ is a word-topic probabilities matrix, θ is a document-

topic probabilities matrix, D is a collection of documents, W
is a finite set of vocabulary words, and T is a set of topics.

Here by latent variable topic component is assumed.

Topic models based on matrix decomposition - non-

negative matrix decomposition (NMF) [11] and its modifica-

tion SeaNMF [12] - are good at working with short documents

such as posts in social media or hashtags.

Probabilistic models, like PLSA [13] or more popular LDA

[2] are able to produce topic models with interpretable topics

[14]. However, in cases with domain-specific corpora, such

models in their general form experience difficulties and, thus,

require to be modified along with the training procedure,

which can be a labour-intensive procedure.

Models based on additive regularization (ARTM [5], [15],

[16]) solve the ill-posed problem of matrix factorization by

applying a set of regularizers on the task, which is represented

as a simple sum. Due to the flexibility of the model, it is

possible to create separate sets of topics and apply to them

different sets of regularizers (the most common setting is

to create specific and background topics). This can help to

produce better and more informative topics without changing

the logic of train and inference.

Due to the rapid development of neural models, there are

a variety of models capable of producing highly optimized

representations [6]–[8]. Such models can be roughly divided

into two categories – ones that work on non-contextualized

embeddings (like w2v, fasttext or Glove) and those that work

with contextualized representations (most commonly BERT-

like models). The latter can produce models with higher qual-

ity but require more calculation resources. Another problem is

the length of texts because BERT-like models have limitations

on the input length.

Though even with the development of neural models for

specific task-solving topic models are still used not only for

an understanding of contents of large corpora but also for

other problems, such as information retrieval [17], downstream

document classification [18], or sentiment extraction [19].

Resulting distributions over documents can be used to find

the subsets of homogeneous data, which can be utilized to

improve the performance of neural networks by fine-tuning

the general model on domain-specific data [20].

B. Topic model quality

Due to the fact that topic modelling deals with unlabelled

data, it is vital to have a good metric to measure the quality.

However, there are difficulties in appropriate score selection,

which is first of all related to the absence of a unified

system of indicators. Different research works use distinct

quality measuring approaches, which complicates performance

comparison.

Initial works on topic model evaluation deal with global

quality when only the topics (distribution of topics over doc-

uments) are considered for assessment and automatic scoring

[21]–[23]. These approaches aim to approximate how people

perceive whether the topics are clear and interpretable by

utilizing co-occurrences and dependencies between words in

corpora.

Authors of [21], [23] propose to estimate the quality of topic

models by measuring the coherence score, which is positively

correlated with human assessment of topics. In recent times

effectiveness of this score is being argued in [24]. NPMI score

[25] uses information on the context of the word and proved

to work well for collocations. Scoring based on distributed

representation [22] utilizes such properties of w2v like models

as similarity notion. However, there is difficulty in training the

w2v model for each dataset in the case of specific datasets.

In [5] more metrics are proposed for consideration, like

topic kernel, which is a measure of the number of words which

are the most probable for the topic. Topic purity and contrast

measure the interpretability and difference between topics

correspondingly. Sparsity phi and theta evaluate the structure

of matrices. These metrics reveal the internal structure of

the trained model and give an insight into its dynamics and

characteristics.
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TABLE I CHARACTERISTICS OF DATASETS SELECTED FOR THE

EXPERIMENTAL STUDIES

Dataset # entries Avg tokens Lang Dict size Cls task

Lentaru 10000 119.5 ru 48874 topic tag

Amazon food
reviews

10000 32.5 en 14678 -

20newsgroups 10000 117.8 en 59974 topic

Not only global scores are taken into consideration while

measuring the quality of topic models [26]. It is also essential

to pay attention to the obtained text representations. In [27], a

new metric switchP is proposed to measure the local quality,

which is a way to estimate how good the model is at describing

topics of the document.

Still, the automatic evaluation is not well aligned with

human evaluation [24], [28] and the problem of the lack of

a good metric for measuring the quality of topic models is

intensified, including with the emergence and active develop-

ment of neural topic models [6]–[8], which have the ability to

optimize significantly the provided quality metric, but at the

same time get worse results based on the results of human

perception [24].

Due to the variety of metrics, each reflects only a certain

aspect of the quality of the produced model - at one of the

levels. Thus, the quality evaluation of the model becomes

biased towards one or another metric. It is a common practice

to select local quality metrics by default, but still, they are not

able to produce highly efficient models. It results in the need

for more research into the topic models scoring methods.

III. EVALUATION OF TOPIC MODELS

A. Data preparation

1) Datasets: For our experiments, we selected datasets with

different properties to estimate the quality of the resulting

models. Characteristics of the datasets are provided in Table I.

Lentaru and 20newsgroups datasets contain metadata that can

be used for data classification purposes (”Cls task” in the

table), such as tags for the former and topics for the latter.

• 20newsgroups dataset [29] - a well-known dataset which

contains newsgroups posts on 20 topics varying from

religion to sport. The whole dataset has 18 000 entries.

• Lentaru dataset [30] - a collection of news from Russian

electronic resource for 20 years. This resource covers a

huge range of different local and global events.

• Amazon food reviews [31] - a dataset with relatively short

plain reviews on various food categories from Amazon.

Entries were collected for the ten years period, and the

total amount of entries is 500 000.

For each of the datasets, we sampled 10000 documents

to reduce computational cost and, at the same time, have a

sufficient amount of data to capture the range of presented

topics and subtopics.

To train topic models we performed a set of preprocessing

steps which included removal of punctuation; cleaning out

HTML-artifacts, links, digits; lemmatization (Mystem lemma-

tizer from pymystem3 for Russian and WordNetLemmatizer
from nltk for English). After that, stop-words were removed,

and the texts with less than five tokens left were filtered out.
2) Models and topics sampling: We used ARTM models to

get all the results presented in the paper. Firstly, we defined the

topic modelling task for additive regularization approach [5].

The main idea of additive regularization is based on the

maximization of the log-likelihood with the addition of regu-

larizers weighted sum to produce a unique solution for matrix

factorization task, in other words, to find the Φ and Θ matrices

that satisfy the objective.

argmaxΦ,Θ

∑

d∈D

∑

w∈W

ndwln
∑

t∈T

φwtθtd +R(Φ,Θ), (2)

where ndw is a counter of word w appear in a single

document d, R is the weighted sum of regularizers.

By combining existing regularizers or creating a new one, it

is possible to train topic models with different characteristics

that give resulting topics suitable for a particular corpus. For

example, in ARTM-based models, it is possible to reduce the

influence of frequent words in the documents by making a

separate set of specific and background topics with different

regularizers. At the same time, there are no universal hyper-

parameter values for various datasets that will result in a good

model.

We prepared a set of topic models with additive regulariza-

tion from various optimization generations with the help of

the evolutionary approach described in [32]. The main idea of

the method is to effectively optimize the hyperparameters of

topic models with additive regularization paying attention to

the iterative improvement of the models. The genetic algorithm

that is used for optimization has good exploration abilities and

produces mixed results.

There were five runs of the optimization algorithm made for

each of the topic counts (10, 25, 50, 75, 100). We saved all the

models that were trained during the runs with corresponding

evaluated quality metrics.

In order to obtain models with different characteristics of

φ and θ matrices we added a coefficient α to reward the

optimizer for getting good regularization values. When the

sparsity value of θ is small topic model gives a probability for

each of the topics to be present in the document. In the case

of values close to 1 model tends to select one topic for each

document (which can be a background topic as well) which

is not a desirable outcome. Thus we set preferable sparsity

values in the range of [0.2,0.8].

Q(x) = α · (mean(coh50(i)) +min(coh50))) (3)

where

α =

{
1, if 0.2 ≤ Spθ ≤ 0.8

0.7, otherwise
(4)
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where Spθ - sparsity of θ matrix and Coh50 is coherence

for the 50 most probable tokens in topic.

In the following text we will refer to Q(x) as a fitness

function as it is a natural naming for the quality function

in evolutionary framework that we use for topic models

optimization.

To leave only valid topic models we filtered out ones with

number of topics less than expected and checked that all of

them have at least 15 tokens per topic.

From selected datasets which were described in previous

subsection III-A1 two of them have targets for classification

tasks which we used for sampling strong models with high

and average classification scores. For amazon food reviews

datasets we created pseudo-labels based on clustering results

with k-means on 20 clusters.

Further sampling of filtered by classification quality models

was done with the help of clustering by metrics mechanism

to have different topic models for assessment. As a result

we obtained 20 models for each of the topic counts. After

that topics sampling was done according to the corresponding

counts - 10 for model with 10 topics, 15 for models with

25 and 50 topics, 25 for 75 and 30 for 100 (100 models per

dataset in total).

B. Methodology

Each chosen model went through a human assessment per-

formed with the following methodology. Each of the assessors

was given N tasks, which consisted of two parts:

1) Select one of four categories-characteristics of the pro-

vided set of tokens by answering the question ”Is it
possible to determine a common topic for the presented
word set or at least for the most part of the set?”. They

could answer one of the following: yes - if they agree

with the statement and words have a strong connection

between them, rather yes - if some words are too

common or out of topic, rather no - if the amount of

irrelevant words is high to determine a topic or there

is a mixture of topics, no - when words seem to be

unconnected.

2) In case of answering yes or rather yes on the first part

of the task, assessors were asked to mark the words that

they think are out of the topic. Also, they are asked to

enter the topic’s name in free form (Name the common
topic with one or few words).

Toloka task interface is provided in Fig. 1, and it consists

of three subtasks. The last two open only for answers yes
and rather yes, which indicate that the words are connected

by some topic, and the assessor is able to give details on his

decision (naming the topic and selecting the excess words).

To get reliable results, each individual task (where the task

is one topic) was given to five assessors. Each of the assessors

was required to pass the training set of questions with a quality

of no less than 70%. Also, we prepared control examples

which were mixed into the task examples. For them, we also

set a threshold of 70% correctness. Results from assessors who

Fig. 1. Task interface which is available for assessors

failed training or control tasks or completed the set of six tasks

in less than a minute were excluded from further processing.

The resulting topic score is the most probable choice (ma-

jority) between the assessors. All the categories was provided

with weights: 2 - yes, 1 - rather yes, -1 - rather no, -2 - no. If

there is no agreement between ”good” categories (yes, rather
yes) and ”bad” ones (no, rather no) the topic was given 0

score.

We calculated the overall model score as an average value

of all calculated topics in the model.

IV. EXPERIMENTAL STUDY

A. Metrics correlation

To measure the effectiveness of quality metrics, we calcu-

lated pairwise Pearson correlation between all the metrics and

human evaluation results (Fig. 2 - 4). Fitness function (3) is

denoted as ”avg coherence score”, and human model scoring

is ”total score”.

Considering the Fig. 2 - 4, it is clear that there is no

universal metric which is equally good on all the presented

datasets. For 20newsgroups high positive correlation is seen

for npmi and fitness function, while the coefficient is close

to zero for the classification task. A bit different situation

with lentaru dataset where correlation is seen for fitness as

well, coherence and background tokens ratio. On Amazon

food dataset, the best metric is kernel size. Classification score
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is moderately correlated with human evaluation. The lowest

correlation values are for amazon food dataset where there

are no scores that have high coefficients.

Fig. 2. Scores correlation on 20 newsgroups dataset. More intensive color
means higher positive correlation.

Fig. 3. Scores correlation on lentaru. More intensive color means higher
positive correlation.

To ensure that the models have differences in quality, we

calculated the overlap of chosen words between assessors.

Tokens which were selected by more than half of the assessors

are considered to be out-of-topic. For topics that have quality

”bad” or ”rather bad”, all the tokens are assumed to be

selected. For each of the models, the final amount of bad

words is an average of all the labelled topics. Figure 5

Fig. 4. Scores correlation on amazon fine food dataset. More intensive color
means higher positive correlation.

illustrates a stable decline in the number of selected words

with evaluation score growth for 20 newsgroups dataset. The

trend stays the same for the rest two datasets, namely amazon

food and lentaru.

Fig. 5. Connection between average selected out-of-topic words and human
score.

B. Score development

To develop a new approach to quality estimation, we de-

cided to apply metric learning based on an ensemble of clas-

sical machine learning algorithms, namely linear regression

and gradient boosting.

All the training was performed with the help of LightAutoml

framework [33] as it is a high-speed solution for building

ensembles of ML models and their hyperparameter tuning and

feature selection. Moreover, the framework can prune one or

several models if it sees that a subset of initial ML algorithms

performs better than the whole ensemble.
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We trained ensembles following the two next settings:

• ”Native” - the dataset is split into several folds. We

choose one fold to be for testing purposes, and the reset

folds are used for training. This routine is repeated a

number of times equal to a number of folds. Predictions

on this testing fold are combined with predictions of

models on their corresponding testing folds and form

predictions for the whole initial dataset. These predictions

were later used to measure correlation with the human

assessment.

• ”General” - an ensemble is trained on two datasets and

tested on the third one. In this setting, we wanted to check

if it is possible to create a generalizable model.

Results of 5-fold validation are provided in Fig. 6. The

quality of the ”native” model is significantly higher on all

the datasets in the experiment. The largest gaps are for lentaru

and 20newsgroups datasets which have a higher topic diversity.

Also, it should be noted that the highest variance is for amazon

food dataset, which may be due to short texts modelling that

requires more time to find good hyperparameters.

Fig. 6. Results of MAE calculation on 5 folds for native and general settings.
Lower values indicate better prediction capabilities.

To compare the models trained in different settings with

each other and the outputs of existing metrics, we calculated

the Pearson correlation. Results in Table II indicate that the

best correlation is for the native score as it shows a solid linear

connection with the human assessment. It should be noted

that for the table, we selected the metrics with the highest

correlation with the calculated new scores.

TABLE II
GENERAL AND NATIVE SCORES CORRELATION RESULTS WITH EXISTING

EVALUATION METRICS

Gen.
score

Native
score Fitness SwitchP Coh

25
Npmi

25
Kernel

size

20ng 0.72 0.96 0.71 -0.65 0.62 0.74 0.56

lenta
ru

0.87 0.93 0.86 0.04 0.92 0.63 0.25

amazon
food

0.17 0.84 0.2 -0.34 0.36 0.18 0.43

V. DISCUSSION AND CONCLUSION

From the presented results, several conclusions may be

drawn.

For text corpora with various characteristics (average num-

ber of tokens in documents, language, size of the resulting

dictionary, etc.), there is a different correlation level for the

same selected quality metric, which in turn leads to the non-

optimality of using the same metric when training models on

different text corpora. Though, it should be noted that there

are a number of metrics that show relatively high results on

different enclosures, which suggests their limited versatility.

A quality assessment model trained on the texts of the

target corpora is likely to be better than a quality assessment

model trained on several combined sets of models trained on

available text corpora, excluding the target one. However, an

increasing amount of such corpora may improve the situation

as the trained model will be able to see more connections. It

also should be noted that the correlation on its own may be

enough to guide the optimization algorithm that is used for

hyperparameter tuning.

It follows from the previous conclusion related to the supe-

rior quality of the native quality assessment model that using

the human-in-the-loop approach for partial markup can help

to get a better quality assessment. For instance, a scheme with

sending several sampled topics for labelling to crowdsourcing

platform, such as Toloka or Amazon Mechanical Turk, while

training may lead to high quality model for the particular

dataset.

At the same time, the general model, though it does not

show the highest correlation for specific datasets, demonstrates

one of the best correlations on all datasets compared to the

entire set of metrics from which one will have to make a

choice when a new text corpus arrives.

Thus the new approach may be used for the optimization

procedure. It may split the optimization process into three

stages. In the first stage, an optimization algorithm using the

general model (or even using several independent ”islands”

with different quality metrics that show the highest average

correlation on labelled datasets) as a quality estimator grows

initial sets of various solutions for which individual metrics

are evaluated. In the second step, the grown topic models are

sampled, and the tasks for human assessment are formed and

submitted automatically through Toloka platform API. In the

final third stage, the new quality estimation model is trained

on the labelled data and is used to guide the optimization

algorithm further to grow the final solution. Such an approach

requires only a small part of data to be marked up and, thus,

can be applied in practical tasks.

In future work, we plan to increase the number of labelled

models and datasets, which will be used to train more specific

metrics. Also, we are going to extend the assessment method-

ology and introduce a task which will aim at measuring the

quality of resulting document-topic distributions. At the same

time, we are going to develop ideas of transfer learning and

fine-tuning in topic model quality measuring.
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