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Abstract—Achieving synchronicity and tempo stability during
a Network Music Performance (NMP) is not straightforward
under heavy network latency conditions. Previous work on Global
Metronomes has shown that it is possible to provide a universal
time-reference signal to the connected nodes of an NMP. This
paper illustrates the effects of using a global metronome and
signal source-panning on a rhythmic performance. An experi-
ment was conducted to evaluate the objective musical outcome
and the subjective impressions of using these elements, applied
to several pairs of Djembe percussion duets, under different
tempo and latency conditions. The objective analysis in terms of
tempo stability and synchrony, conducted from the perspective
of an hypothetical audience, suggest that the use of a metronome
achieves stability improvements at medium and higher latency
levels, while the use of signal panning has been effective in
improving the metronome efficiency. Subjective analysis data
shows that the use of the metronome becomes challenging for
higher delays while it was perceptually non-intrusive for the
musicians for lower and medium delays.

I. INTRODUCTION

High speed communication networks have enabled near

real-time musical collaboration between physically remote lo-

cations. At a time in which creative and cultural professionals

are looking for innovative solutions to connect with each

other, it is worthwhile to offer innovative solutions to improve

both, the musical interplay and the participants’ feeling of

being connected in a shared environment. In this context, the

main goal is to improve the Quality of Experience (QoE) for

the joint interaction within a networked music performance

(NMP) towards an experience closer to a regular co-located

musical performance. A significant point of interest in such

NMP systems is the rhythmical nature and stability of musical

interactions, which involve salient challenges such as network

latency. As new technologies and strategies are explored as

solutions for coping with signal delay, it is important for

the technical components to avoid causing annoyance to the

musicians and diverting the focus away from the performance.

The design of and study of these solutions should therefore

link the objective outcomes to the subjective experience of the

users.

Previous studies on the effects of latency in NMPs [1]–

[5], mostly focusing on rhythmic patterns performed by hand-

clapping in pairwise interactions, have examined objective

qualities like tempo stability, synchronicity and temporal sep-

aration. These experiments showed that delays shorter than

10ms to 15ms cause a performance tempo acceleration due

to the subjects’ intrinsic tendency to anticipate. The best syn-

chronicity, while maintaining a stable tempo, can be achieved

in a range between 10ms to 25ms. In the “usability range”

between 25ms to 65ms, a tendency of tempo deceleration

becomes discernible and coping strategies become applica-

ble, whereas delays beyond this range lead to a significant

deterioration of the performance. While there are validated

general trends that can be understood from these results, these

findings also represent a somewhat atypical musical task.

Ecologically viable musical interactions have been further

explored by linking rhythmic complexity and tonal instrument

category to tempo variation. In [6] it was found that complex

rhythms and higher spectral flatness (guitars, drum) lead

to stronger deceleration patterns. Other studies connecting

tempo and latency showed that the issue of objective and

perceived temporal synchronization can be affected by the

musical properties of the genre, signal attack, hierarchy of

musical interaction, and musician’s familiarity with network

performance environments [7]–[10].

The observations of tempo deceleration at high delays

leads to the assumption that the usage of a metronome can

counteract the tempo drift and improve synchrony provided

that a common pulse can be established and the delay is

not too severe. A proposed solution came from [11], where

a metronomic feedback pulse was dynamically adjusted to the

variable delay network conditions, allowing the musicians to

keep synchrony at the cost of tempo stability. A different,

centralized, approach was proposed in [12] where a shared

software environment would compute and broadcast a global

pulse using the timestamps of incoming packets. Musicians

would also be able to adjust the delay of the counterpart’s

stream to align the beat with a precise off-synch, provided the

score tempo and network latencies are constant. This solution

can achieve stability and synchrony, however, the real-time

component of the interaction is somewhat hindered and does

not generalize well to all kinds of musical interactions. A

similar, perhaps opposite, strategy is to add artificial self-delay

to align a musician’s own feedback sound to the incoming

transmission [13]. A more generalizable distributed approach

for a global metronome was first proposed in [14], [15], where
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a satellite Global Positioning System (GPS) signal is received

at each NMP location and used to generate a synchronized

metronome pulse. The authors previously studied how this

system can be used both as globally shared metronome [16]

and as a system to calculate the holistic latency between a

sender and receiver [17]. The system’s impact on rhythmic

scenarios were first explored in [18] where it was determined

that the metronome was helpful to stabilize temporal trends in

the presence of high latency levels.

While musical correctness and tempo stability can measure

the objective success of the NMP, the QoE from the point

of view of a musician also relies on psychological constructs

of involvement and medium co-presence [19]. Delle Monache

et. al. [9] categorize the “presence experience” with groups

of constructs, such as spatial presence and involvement, per-
ceived realness, and interface awareness, where the latter

construct addresses the subjective impact of technical factors

on attention and focused concentration. Post-experiment ques-

tionnaires interestingly revealed that poor audio quality can

be perceived as interfering or distracting from performance.

Under this premise, it is unclear whether the aforementioned

delay coping mechanisms and interfaces would be detrimental,

more than beneficial, to the performer’s subjective standpoint.

For example, self-delay strategies can help to minimize the

temporal auditory dissonance between the connected pair [5],

[18], but this option seems less viable for traditional instru-

ments which present immediate haptic and acoustic feedback,

leaving the question open on whether self-delay can lead to

confusions and be detrimental in particular situations.

In the presence of multiple sound sources, literature indi-

cates that spatial source separation (e.g. stereo panning) can

improve cognitive attention and segregation of the auditory

scene [20], [21]. In the context of NMPs, the nature of a

paired interaction can be described as a divided-attention
tasks between own sound (self-delayed or acoustic), partner

sound, and possibly a metronome signal. Hence, it is possible

to hypothesize that spatially separating these auditory events

may aid the musicians’ performance allowing more room for

directing the cognitive attention where necessary and possibly

improving the immersion character of the experience. The use

of stereo panning in NMPs is often mentioned in projects

addressing virtual NMP environments and interfaces [22],

[23]. However, to the knowledge of the authors, the use

of source-panning in NMPs is relatively unexplored through

quantitative analysis.

There is room for further exploration of improvement

strategies in rhythmic NMPs in regards to the QoE of the

participants involved. By relating subjective user evaluations

against the measurable outcome of a musical performance, it

is possible to assess the ultimate impact of these strategies on

the musicians’ interplay, and achieve insights that can point

to more intuitive, higher-quality, NMPs. Thanks to modern

internet speed and the rich seminal work present in literature,

it is also now possible to shift away from atypical musical

tasks towards more traditional music scenarios.

This document presents an experiment designed as part of

a larger series of collaborative studies between New York

University (NYU) and Leibniz University Hannover (LUH).

The previous work in section II discusses the framework

infrastructure design for our studies on NMPs strategies and

virtual collaborative environments as well as the implemen-

tation and testing of a global metronome device. Section III

illustrates an experiment designed to evaluate the effectiveness

of two latency-coping strategies. Specifically, it is aimed to

further evaluate the impact of the global metronome and the

introduction of signal panning techniques in an NMP interplay.

These strategies are tested over a tonal percussion duet consist-

ing of Djembe drummers playing under different tempo and

artificial latency conditions. Results are discussed in section

IV for measurable objective metrics, such as tempo stability

and rhythmical alignment, and subjective trial evaluations on

the quality of the interplay and the cognitive load brought by

the use of said strategies.

II. PREVIOUS WORK

The joint academic collaboration between NYU and LUH

brings together the Holodeck [24] and LIPS [25] projects, both

centred on the development and study of novel immersive and

interactive displays which can be used for augmented or virtual

auditory applications. More specifically, this collaboration

aims to study innovations and strategies for distributed collab-

orative musical immersive environments using a real-time data

exchange framework, capable of transferring and recording

different types of data through a central network server [26].

The resulting multimodal ecosystem aligns with the concept

of the Internet of Musical Things, where immersive musical

interactive displays are enabled by computing networks [27].

A. Framework

The framework infrastructure set in place between the

two remote nodes is based on CoreLink [26], a network

communication infrastructure capable of handling real-time

transmission of several data types from a transmitter node to

any number of subscribing receivers, via a central server. The

system provides an API for locally encoding and decoding

the various data streams at each node, and for customizing

the data exchange according to network speed capabilities and

local rendering needs. CoreLink is mainly accessed internally

at NYU via a dedicated low-latency fibre-optic network, but it

can be also accessed externally through special permissions.

All data passing through the server can be optionally recorded,

processed or analyzed through high-performance computing

machines.

Fig. 1 schematizes the way the collaborative studies ex-

change data. Each local node collects and encodes the various

stream types and sends them to the central server, which in

turn distributes them to a subscriber node for decoding and

rendering. The main audio types that can be exchanged consist

of uncompressed multichannel audio (similarly to Jacktrip

[28]), video, and motion capture (mocap) skeleton data [29].

All the data is embedded into a single timestamped trans-

mission which is decoded and parsed at each receiving node
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Fig. 1. NYU-LUH Networked Music Performance Framework

for local rendering and reproduction. The framework can be

expanded by adding a Global Metronome unit which provides

a universal synchronization signal to aid musical performance,

and to possibly re-align the audio stream for distribution to a

third-party audience. The metronome synchronization signal

is computed from a satellite GPS signal, universally reachable

from any part of the globe.

Rendering metadata can also be embedded as an auxiliary

stream. Such data can be used for further adaptation of the

local reproduction at a node to match the reproduction at

the other nodes. This is a desirable feature for the creation

of a shared distributed environment, where participants can

transmit metadata for establishing a common virtual room.

Some example include virtual object positions, acoustic filters,

NMP parameters, spatial audio filters, EQ parameters.

B. Virtual Presence

From a QoE perspective, classical interaction of two partic-

ipants in a NMP can be evaluated by plausibility, indicating

the degree of how close the NMP is to real music participation

(also for an audience). Literature on ensemble behaviour

suggests that a visual connection between musicians is one of

the key elements for maintaining a sense of plausible musical

experience [30]. When a visual link is absent, an important

layer of communication used by ensembles to communicate

timing, musical expression, and interpretation, is missing [31].

Video streams have been often included in NMPs to study

telepresence [32], but their immersive qualities are limited

and the large data transmission rates imply higher latencies.

Motion capture data is relatively low-bandwidth, as only

skeleton positional points are transmitted, since the rendering

happens locally at each node.

The use of embodied avatars in VR/AR NMP environments

could help restore a sense of plausible agency while also

maintaining the flexibility to create a cohesive environment,

either symmetric (virtual common environment) or asymmetric

and cohesive to the physical space of performance (locally

adapted mixed reality). Another scale of assessment for the

quality of network interaction is that of virtual co-presence

[19], [23], [33], defined as “the sense of being together in a

shared environment”. While it is unclear if better co-presence

may lead to objectively more accurate musical performances,

it is possible to assume that the subjective judgement of the

musical interplay might improve.

Generally, a relatively small number of contributions in the

NMP field deal with motion-capture but more data is expected

by future research involving both audio and embodied avatars.

Within the context of our data-exchange framework, informal

pilot experiments were able to establish a two-way real-time

transmission of mocap skeleton data. Each receiving node

was able to use the incoming data to render a virtual avatar

character in a game-engine. Although the exact total latency

between capture and rendering of motion capture data over this

network is unclear, it is expected to be higher than that of audio

alone. Future experiments will investigate on the impact of this

offset and explore dedicated synchronization strategies. Other

open questions that may be addressed involve particular body

and instrument tracking scenarios, immersive spatial audio

displays, and correlation studies between subjective quality

ratings (plausibility, co-presence, etc.) and musical outcomes.
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C. Global Metronome

The insertion of a global clock signal in the framework was

motivated by several reasons. A global clock can primarily

serve as a kind of metronome for remote musicians, which

allows direct bidirectional interplay while maintaining a shared

time-reference [16]. Furthermore, the same clock signal can

be used to calculate signal latency between nodes [17], and as

a time-alignment synchronization reference for distribution of

the music stream to an audience by the central network server.

A Raspberry Pi (RPi) was used to implement the metronome

as described in [14]. The basic concept of the global

metronome is to use the GPS signal to synchronize the system

time of the devices at all nodes of the NMP. Since the

digital-to-analog audio converter of the Raspberry is unreliable

and several tested methods for generating an analog audio

signal did not produce a reliable, jitter-free audio output, an

additional audio interface was used for accurately audio click

generation. The authors showed in [16] that by the use of

an audio interface (Focusrite Scarlett 2i2) an accuracy with a

standard deviation of σ = 56μs can be achieved for the audio

click signal of two GPS-synchronized metronomes. A method

was presented by the authors in [17] to determine delay times

in the signal processing chain between geographically remote

nodes by the use of the metronome. Although it was mainly

developed as a delay compensating tool for psychoacoustic

investigations in NMPs, by using a direct Jacktrip connection

[28] for the audio stream between NYU and LUH, it was

shown that the metronome is suitable for the measurement

of one-way and round-trip delay times in NMPs. In our

particular case, a round-trip delay of 100ms (one-way latency

50ms) was measured for a distance of 6200 km between our

institutions.

D. Experimental investigations on the Metronome

In previous experimental studies, the impact of the

metronome on the ensemble accuracy in terms of subject

ratings, tempo stability and imprecision (as described in [10])

was investigated by several rhythmic experiments on NMP in

[18]. Artificial delays up to 91ms were inserted into the audio

transmission between two subjects playing a complementary

rhythm on a practice pad for drummers. Subjects were in-

structed to play the rhythm using a leader-follower interplay

strategy [2], with and without the presence of metronome and

the presence of self-delay matching the artificial delay amount.

The results of the experiment show that the global

metronome leads to a stabilization of tempo acceleration

caused by the delay, while the imprecision level stays constant

up to a latency threshold of about 28ms to 36ms before deteri-

orating. It was found that alignment to the musical counterpart

was easier when self-delay was applied. The interplay role

also had an impact on both imprecision levels and subjective

ratings, where whoever assumed the role of “leader” produced

better results and higher ratings than the “follower”. Subjective

ratings and post-experiment interviews also suggested that, at

the higher latency levels, playing with the metronome “felt

more challenging” and it might have had a counterproductive

effect.

Although the experiment was carried out with musically-

proficient students, it was unclear how professional musicians

who are used to perform together would react to the insertion

of the global metronome. Another question is raised whether

the use of the metronome in NMPs would also be accepted

in music genres which normally do not use a metronome.

Furthermore, the author points out that only a very simplified

rhythm was used and that further investigations with different

groups of instruments and more complex polyphonic arrange-

ments should be carried out.

III. EXPERIMENTAL STUDY

The main motivation behind the experiment, presented in

this contribution, was to observe the impact of the global

metronome mechanism within a more ecologically viable

ensemble configuration than the previously used hand-claps or

drum pads, and playing a more complex rhythm. Furthermore,

a headphone stereo-panning condition was included, in order

to explore the effects of spatial source separation on cognitive

focus and subjects’ interplay ratings. An experiment was

conducted at NYU to observe the objective and subjective

effects of the global metronome and signal stereo-panning (and

the combination of both), under different latency levels and

target performance tempo.

A. Musical Components

Rhythmic interplay operates in a well-structured temporal

framework, making it a challenging condition to explore

and a paradigm better capable of highlighting the possible

benefits of a global metronome. To these ends, the choice of

instrumentation fell on a pair of Djembe drums. Djembe is

a hand percussion acoustic instrument of west-african origin

and an instrument which is typically used in the context

of ensemble playing [34], [35]. Typical Djembe music is

performed in ensembles that vary by region and context. A

variety of rhythms exist that are associated with events of

social and historical significance where most rhythms have

at least two accompaniments, if not more. Since each drum is

typically tuned to different pitches, the different djmebes take

on unique roles within the performance [35].

A simulation of this paradigm is used on a small scale in

this experiment, with two participants playing the Sofa rhythm

[36], as seen in Fig. 2. This particular rhythm was chosen

Fig. 2. Sofa rhythm- Rhythmic patterns for the two Djembe performers. The
synchronization onsets (gray highlights) are used to determine the beat tempo.
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Fig. 3. Experimental setup. The researcher in room 3 monitors and routes
the signals, controls the simulated NMP environment conditions and records
the performance using a digital audio work station.

because it is relatively simple, while nevertheless being a rea-

sonable approximation of a realistic performance in truncated

form. Here the two participants’ rhythms are different but

complementary, and have points of synchronization at eighth

notes and dotted eighth notes (gray highlight). The sequence

in 4/4 time is one bar long, and repeated eight times in each

trial of the experiment. This results in a recording of about 20 s
in duration, subject to variation caused by the target tempo of

the trial.

B. Methodology

Three subject pairs were recruited among undergraduate and

graduate Music Performance students in the Department of

Music and Performing Arts Professions at NYU Steinhardt.

Subjects had between 8 and 16 years of musical experience,

with an average of 11.2 years. Of the three subject pairs, two

pairs of participants were not familiar with each other. One

pair was very familiar and had performed together multiple

times previously. Since the experiment required participants

to engage in rhythmic interplay with another participant, one

of the participants was allowed to take part in two instances

of the experiment, playing opposite roles at each participation.

Thus there were five unique participants among six subjects.

At each experiment instance, Participant 1 was assigned to

the djembe 1 sequence from Fig. 2, and participant 2 to the

djembe 2 sequence.

The musicians were placed in two acoustically isolated

rooms with no visual contact nor real-time feedback of the

other participant’s playing. The subjects used open back head-

phones in order to more clearly hear their own signal acousti-

cally. A researcher was located in a separate room monitoring

and controlling each trial. The experiment setup is depicted in

Fig. 3 and shows how the researcher room controls the signal

routing, manipulating the interplay conditions according to

the trial variables and recording the performance. A talk-back

microphone was also placed in each room for communication

between trials during the experiment.

For this experiment, source-panning and metronome were

the main components under investigation. In summary, the four

conditions were the following:

• Condition 1: w/o panning, w/o metronome

• Condition 2: w/o panning, w/ metronome

• Condition 3: w/ panning, w/o metronome

• Condition 4: w/ panning, w/ metronome

The four conditions were explored under the influence of two

independent variables, namely artificial delay and tempo. Each

instance of the experiment thus consisted of 32 trials (repeated

twice) comprised of unique combinations of tempo, delay,

source-panning, and metronome presented in random order.

The metronome signal was routed from the researcher’s

workstation to each musician. It is important to note that

the leader and follower strategy [18] was not followed in

this experiment. Instead, a four measure metronome count-

in track signalled the start of every trial. This track was

modified according to the tempo of the trial, and depending

on whether the current condition involved the enabling of the

metronome. In the event that the trial did not have an active

metronome (condition 1), the track was faded out by the end

of the fourth measure. Conversely, the same metronome track

was maintained through the eight measure sequence for trials

whenever the metronome condition was active (condition 2).

In a similar vein, source panning was either enabled or

disabled at each trial. Whenever the panning was disabled, the

incoming transmission, and - if enabled - the metronome, were

mixed in mono format over the headphones. If the panning was

instead enabled (condition 4), the co-participant signal would

be panned to 60° right and the metronome to 60° left in order

to create a spatial separation of the two sources. In the case

where the metronome was off then the co-participant panning

would still take place (condition 3), allowing more room for

the acoustic signal of the participant’s own instrument to pass

through the open-back headphones.

Artificial latency values of 10ms, 25ms, 50ms and 100ms
were chosen to represent a range of varying levels of NMP

playing difficulty. Since the baseline signal routing latency

was measured to be 6ms, a software delay was added to

the music streams to achieve the trial latency values de-

sired. The metronome signal was not affected by the added

delay. The performance tempo levels were set at 90 bpm
and 120 bpm. These were chosen to examine whether the

performance dynamics and impact of the strategies vary with

tempo. Differently than previous experiments, and due to the

strong instantaneous haptic and acoustic response of a Djembe

drum, no self-delay condition was deemed necessary.
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Before every trial, participants had the opportunity to test

their headphone levels, get familiar with the material and

practice with the co-participant. Every trial was repeated twice

in order to increase the sample size for objective analysis. At

the end of each trial, participants were tasked with completing

a short post-trial questionnaire for specific ratings on the cur-

rent NMP conditions (Table I). An additional post-experiment

questionnaire for more general feedback was compiled at the

end of the session. The total experiment time was found to

be around 90 minutes, including the time taken to fill out the

post-experiment questionnaire for general feedback.

TABLE I. QUESTIONS AND LIKERT SCALES FOR THE END-TRIAL 
SUBJECTIVE QUESTIONNAIRE.

Question Low(1) High(5)

How would you rate the qual-
ity of musical interplay?

Very poor Very good

How hard was it to main-
tain synchrony with your co-
performer?

Impossible Very easy

How difficult was it to
distinguish the metronome
sound from the co-
performer’s sound?

Could not distin-
guish

Very easy

Were the panning conditions
useful or a distraction to your
performance?

Very distracting Very helpful

IV. ANALYSIS AND RESULTS

A. Objective Metrics

In order to perform an objective evaluation of the recorded

audio signals, the played rhythm was analyzed based on the

metrics presented in [10]. For one particular subject pair, the

trials that used the source-panning condition (condition 3 and

4) had to be discarded due to a technical error where the

system did not activate. This resulted in a total number of

320 recordings for analysis. The first step was to detect the

individual beat onsets in the recordings. For this, the record-

ings were analysed by an automatic threshold peak detection.

By windowing each detected event, a tangent through the

maximum slope of the audio sample’s envelope was calculated.

The intercept of the tangent and the x-axis was selected

as onset for each analyzed audio event and was stored as

a timestamp. This procedure enabled a stable detection of

the sound events, even with different playing styles of the

musicians. For a more detailed description of the detection

method we refer the reader to [17].

To validate the detected rhythm all timestamped onsets were

assigned a note value by categorizing detected events into

eighth and sixteenth notes, based on the time distance be-

tween consecutive notes. After this, a beat-pattern search was

performed in order to detect potential performance mistakes

and avoid the detection of wrong onset events. As the playing

styles of the individual musicians were very different, 35 onset

detection series had to be manually edited to account for

certain individual hits not recognized by the algorithm. Eight

recording files were discarded due to mistakes, incomplete

performances and pauses within the performance. This resulted

in a total of 312 recordings being used for evaluation. For this

analysis, the metrics were computed starting from the second

bar of the recordings, in order to remove some performance

adjustment irregularities that were found in the first bar of

some recordings. Finally, 28 timestamps were detected and

evaluated on the synchronization points per trial.

Because of the interchanging rhythm of both subjects

(Fig. 2), all onsets occurring at the time of the n-th quarter

note within the beat were selected as the synchronization point

tn. The Inter-Onsets Intervals (IOIs), defining the time in

seconds between two consecutive beats, were calculated as

IOIn = tn+1− tn and converted into beats per minute (bpm)

by δ̄(n) = 60/IOIn. On the basis of the IOIs we considered

the following metrics: pacing, tempo slope and the mean lag
between subjects. This last metric was adapted from the one of

asymmetry [10] to consider absolute lag between players rather

than the direction of the lag, since it was deemed a more useful

perspective in the absence of clear leader-follower roles.

Pacing π is the average length of the IOIs calculated over

a whole trial of N onsets as

π =
1

N

N∑

n=1

IOIn. (1)

By calculating the inter subject time difference (ISD), which

is the time differences between subject A and subject B

(tAB,n = tA,n − tB,n) it is possible to make an assessment

about the performance synchrony between the two subjects.

By calculating the mean time of the absolute ISD, the metric

mean-lag is obtained:

α =
1

N

N∑

n=1

|tA,n − tB,n| . (2)

The tempo slope κ can be estimated by calculating the slope

of a linear regression trough each δ̄(n). This metric indicates

the subjects tendency to accelerate or decelerate over the whole

trial. To contextualize the severity of the tempo change in

relationship to the initial performance tempo, this metric is

reported as a percentage factor.

B. Objective Analysis

In this section we show the evaluation of all the four

investigated conditions, with the aim to identify the objective

effect of the introduced delay compensating strategies on the

musical interaction. The results are separately presented for

the different investigated tempos (90 bpm and 120 bpm), since

different effects can be observed. For better comparison, the

tempo slope κ is shown as the relative deviation from the

starting tempo in percentage.

In Fig. 4 the relative tempo deviation (solid line) and pacing

(dashed line) are shown for all four experiments with the

predefined tempo of 90 bpm. The error bars represent the
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(a) Condition 1: w/o panning w/o metronome (b) Condition 2: w/o panning w/ metronome

(c) Condition 3: w/ panning w/o metronome (d) Condition 4: w/ panning w/ metronome

Fig. 4. Pacing (dashed line) and relative deviation from starting tempo (solid line) for all four tested delays at a predefined tempo of 90bpm. Error bars
show the mean and standard deviation. Actual values are separated for both rhythms (circle, triangle) and are randomly displaced by a small margin for better
illustrating their density.

(a) Condition 1: w/o panning w/o metronome (b) Condition 2: w/o panning w/ metronome

(c) Condition 3: w/ panning w/o metronome (d) Condition 4: w/ panning w/ metronome

Fig. 5. Pacing (dashed line) and relative deviation from starting tempo (solid line) for all four tested delays at a predefined tempo of 120bpm. Error bars
show the mean and standard deviation. Actual values are separated for both rhythms (circle, triangle) and are randomly displaced by a small margin for better
illustrating their density.
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(a) Condition 1: w/o panning w/o metronome (b) Condition 2: w/o panning w/ metronome

(c) Condition 3: w/ panning w/o metronome (d) Condition 4: w/ panning w/ metronome

Fig. 6. Mean lag for all four tested delays. Error bars show the mean and standard deviation of both predefined tempos 90bpm (solid line) and 120bpm
(dashed line). Actual values are separated for both tempos (circle, triangle) and are randomly displaced by a small margin for better illustrating their density.

mean and the standard deviation of all trials per delay. The

actual data computed for each delay level is shown separated

for both djembe rhythms as scatter plots (triangle, circle). It

can be seen from the data of all four conditions that the pacing

stays nearly constant over all tested delays. The participants

did not seem to be able to reach the given tempo of 90 bpm
without the use of the metronome, as for condition 1 (Fig.

4a) a mean tempo of 93.8 bpm, and for condition 2 (Fig. 4c)

a mean tempo of 94.5 bpm has been reached. Against the

expectations, no tempo deceleration for higher delays can be

observed in condition 1 (Fig. 4a), which correlates with a small

increase of pacing instead of an expected decrease at the delay

of 100ms.

By using the metronome, it can be seen that for both

conditions, with and without panning (Fig. 4b and Fig. 4d), the

subjects were able to follow the predefined tempo. By using

additional stereo panning together with the metronome (Fig.

4d), the tempo deceleration of condition 3 was stabilized and

small decreases in the variances of both pacing and tempo

deviation can be stated, even for high delays. No discernible

differences between the two rhythms seem to have occurred.

Comparing these results to the tempo of 120 bpm, it can be

noticed that there are different tendencies on pacing and tempo

acceleration. In Fig. 5 all four conditions of the 120 bpm trials

are depicted. In comparison to the previous case, the musicians

played at a slower average tempo over the individual delay

times without the use of the metronome. Thus, an average

tempo of 115.4 bpm for the experiment without metronome

(Fig. 5a) and 115.7 bpm for the experiment with panning (Fig.

5c) are shown. However, the influence of the metronome seems

to be smaller than the 90 bpm case, as a tempo deceleration

was observed for the condition with metronome (Fig. 5b).

Nevertheless, the usage of the metronome seems to lead to an

adjustment of the given starting tempo. While the metronome

alone seems to have just a small effect on tempo stabilization,

by using the stereo panning together with the metronome,

nearly constant values of pacing and tempo acceleration were

achieved over the whole range of delays (Fig. 5d).

In Fig. 6 the mean lag for all four conditions is depicted

separately for both tempos. As it can be seen from Fig. 6b and

Fig. 6d, the metronome has a higher impact on synchrony on

the trials at 90 bpm (solid line) than those at 120 bpm (dashed

line), especially for high delays. For small and medium

latencies in the range 10ms to 50ms, no meaningful impact

of the metronome on the rhythmic alignment was found, since

the mean lag values were relatively low also on the conditions

with no metronome. However, a small decrease in the variance

is found when the metronome was active.

Nonetheless, at the delay level of 100ms, the maximum

recorded mean lag deviation for 90 bpm was reduced from

113ms (Fig.6c) to 43ms (Fig. 6b), and 41ms (Fig. 6d)

when panning was active. This corresponds to a decrease of
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(a) Rated ease of synchrony (b) Rated quality of interplay

(c) Rated usefulness of panning (d) Rated distinguishability of metronome

Fig. 7. End trial questionnaire responses- a) Rated Ease of Synchrony, b) Rated Quality of Interplay, c) Rated Usefulness of Panning, and d) Rated
Distinguishability of Metronome. In subfigures a), b), and c), plot on the left shows ratings for trials without metronome, and on the right with metronome. In
subfigure d), plot on the left is without panning, right with panning. Added lines are linear regression estimates with 95% bootstrapped confidence intervals.
Triangles and circles correspond to 90bpm (dark line) and 120bpm (light line). All points are randomly offset along the x and y axes to illustrate density.

misalignment from about a 1/16th note to less than a 1/32th

note. No remarkable influence of source panning alone is

noted.

C. Subjective Evaluation
Two questionnaires were drafted in order to explore the

performer’s subjective impressions on the quality of the perfor-

mance in relation to the independent variables, and to interpret

the ratings in relation to other objective results collected from

the recorded signals. Participants were instructed to answer

some evaluation questions at the end of each trial condition

within an experiment session. The questions where rated

on a 5-points likert scale (Table I) and aimed to rate the

interplay quality, difficulty, spatial segregation and whether the

metronome and latency strategies were distracting or useful,

during the trial conditions.
Results of the end-trial questionnaires detailed in Table I

are analyzed with respect to variations in delay, tempo,

metronome, and panning. As expected, there is an observable

trend in Fig. 7 where higher latencies negatively influence

the scores for the perceived amount of effort and perceived

interplay quality. No discernible positive or negative effects

of the metronome and performance tempo were observed on

the ease of synchrony (effort) ratings (Fig. 7a), nor the quality

of interplay ratings (Fig. 7b).
The introduction of source panning tends to be seen as

more helpful at lower latency values, and less helpful for

higher delay values (Fig. 7c). However, there is a trend of

panning being rated as more useful when the metronome is

active indicating that the strategy was not deemed effective

(sometimes detrimental) when just applied to a single stream

to allow more of the personal acoustic sound to filter through

the headphones. No significant effect of panning is observed

on the question regarding source discrimination, where it was

asked if it was difficult to distinguish the metronome sound

from the co-performer stream (Fig 7d).
A second kind of questionnaire was compiled by the par-

ticipants at the end of the experiment session, in order to

contextualize particular pair combinations and obtain gen-

eral feedback on the investigated elements. This final set of

questions collected information on the participant’s musical

expertise, familiarity with NMPs, familiarity with the experi-

ment partner, comments about the usefulness of the panning

and the metronome and whether any other spontaneous delay

coping strategy was elicited during the interplay. As part

of this post-experiment questionnaire, subjects were asked

if they used different cognitive and performance strategies

to cope with latency on their own. Some subjects reported

alternating between “locking in” with the other participant and

the metronome, while others, particularly subjects with the

most reported musical experience, focused on aligning with

their internalized rhythm. One of the subjects described using

“hocketing”, a technique that involves playing a displaced

rhythm with respect to the other performer [37], in order to

try to cope with higher latency conditions.

V. DISCUSSION

Summarizing the objective analysis, the results indicate that

the use of source panning and the use of the metronome

have a positive effect on tempo stabilization. Although the
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individual impact of the metronome on tempo stability was

more influential than that of source panning, best results

were achieved when both were combined. Although in this

experiment, source separation was only performed in a rudi-

mentary way and the sound scene was well structured with

only two musicians, results indicate that further investigations

regarding source separation especially in NMPs with multiple

participants should be conducted.

The effects of the metronome are in accord with our

earlier observations in [18], which showed that the metronome

achieves a tempo stability over the whole range of tested

delay times, while enabling a more constant time-alignment

(synchrony) of the subjects up to a delay time between 28ms
to 36ms. The results of this study show that the synchrony of

the interplay hardly varies within a range between 10ms to

50ms and seems to be nearly independent from the usage of

the metronome. However, the range was increased by about

20ms compared to [18]. This leads to the assumption that

we can be positive towards a NMP between NYU and LUH,

as we would have to cope with a one-way delay of at least

50ms [17].

It is somewhat surprising that the different starting tempos

have led to a different tendency in pacing. Without the use of

the metronome, the musicians could not maintain the given

starting tempo and the tendency for both given tempos was

contrary. A possible explanation for this might be the chosen

group of instruments and rhythm. The effect could be also

caused by the small group of subjects, and even though

the subjects were professional instrumentalists, they had little

experience in NMP. Alternatively, a too short adjustment time

to the starting tempo, before each trial began, may have also

caused this effect.

Tempo also had an impact for the synchrony lag at high-

delays, where 90 bpm produced better time-alignments than

120 bpm. A possible reason for this trend might be ex-

plained by the easier applications, at slower tempos, of the

“locking-in” strategies that the musicians reported in the post-

experiment questionnaire. As expected, our study demon-

strated that the musical abilities of the subjects had a major

impact on the interaction at higher delays. As reported by

the musicians, they were able to intuitively adapt to the

given situation and use strategies they had learned by playing

together.

In the post-experiment questionnaire two of the six par-

ticipants mentioned that “the metronome was distracting to

their performance in the presence of high latency”. Some

participants also stated that the use of a metronome is “not

typical in their style of Djembe performance”, potentially

affecting the perceived usefulness of the tool. In most cases

participants did not notice panning. One subject noted that

the panned stereo mix was unnatural. When relating the

subjective results to what was found in the objective data,

it is interesting to note that despite the metronome not having

been perceived as particularly useful, the objective data shows

improvements on stability. Similarly, source panning was also

not perceived as particularly useful at higher delays, or even

noticed. Yet, it brought some minor improvements when paired

to the metronome. These disparities between the two layers

of evaluation suggests that unconscious improvements to the

performance can be achieved without necessarily distracting

the performer. Arguably, the technological aid should be as

non-invasive as possible, and non-awareness may be desirable.

It is also shown that when panning was applied alone and

no metronome was present, the perceived effect was not rated

as useful, sometimes distracting, but no objective detrimental

effect was observed. Conversely, the panning was mostly rated

as very useful when the metronome was on, this time in

agreement with the objective result.

Future investigations - with a larger subject pool and more

latency resolution in the range between 50ms to 100ms,
will expand the subjective inquiry into the internalized coping

strategies and in which conditions were those more influential.

Learning effects also are worthy of investigations as some

musicians may adapt faster according to expertise type and

level. This particular experiment can be expanded to include

polyphonic ensembles and the use of three-dimensional spatial

audio panning techniques for immersive displays. Additional

instrumental and musical configurations are also due to be

explored in order to make broader conclusions on the effects

of the global metronome in relation to rhythm complexity,

pitched tonality, and interplay roles. For a final validation, the

strategies would also have to be assessed outside of laboratory

conditions, throughout actual NMP concerts, in order to fully

gather ecologically viable feedback by potential users.

VI. CONCLUSIONS

In this publication we illustrate the question of how could

more realistic Networked Music Performances be studied and

addressed in order to link the success of the outcome to

the subjective quality of experience. We presented a potential

framework of what a future NMP might look like and the

setup of the cooperation between NYU and LUH, which uses

a satellite signal to create a synchronized global metronome

track on both sides of the NMP.

Through an experiment, this paper explores the effects

of a global metronome and source panning, on three pairs

of Djembe percussionists. These are discussed as possible

assistance tools that may achieve objective and subjective

improvements over rhythmic interplays on NMPs. Objective

analysis indicates that source panning on the metronome can

have a positive effect on tempo stabilization, although the

influence of the metronome is much higher. Furthermore, it

was shown that the effect of the metronome on the rhythmic

alignment may depend on the playing tempo. Subjective eval-

uations show clear trends of lower quality ratings with higher

delays, but no effect of tempo. When rating the perceived

usefulness of the source panning, the ratings where not always

in agreement with the objective outcome, suggesting that the

two layers of evaluation are not always co-dependent.

Our experiment was useful to introduce the question of

source-panning within the context of rhythmical NMPs, and
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also provided additional insights into the objective and subjec-

tive impact of the global metronome strategy. The conclusions

encourage further work into this line of studies, where deeper

explorations on the experience of the musicians can highlight

how attention and focus spans during the interactions. On a

broader scale, future work over the NYU-LUH collaboration

framework will explore the relationship between objective

accuracy and quality of experience, using immersive technolo-

gies and novel strategies.
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