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Abstract—The stringent reliability and latency requirements
of the Internet of Musical Things (IoMusT) paradigm are outside
the reach of the current generation of cellular networks, thus
significant expectations fall on the upcoming fifth-generation (5G)
of cellular systems. In this paper, we outline for the first time a
communication architecture for a future IoMusT based on the 5G
framework, introducing two prominent use cases and designing
a model of such a system. Moreover, considering the realistic
needs of smart musical tools, we also define high-level service
requirements and sketch some relevant evaluation scenarios for
future investigation.

I. INTRODUCTION

The Internet of Things (IoT) paradigm finds application in
multiple fields, spanning environmental monitoring, industrial
control, and many others [1]. Recently, there has been a
growing interest towards the application of the IoT to the
domain of musical interactions over networks, leading to the
emergence of the Internet of Musical Things (IoMusT) [2]
field. The IoMusT vision requires the design of a new class of
IoT devices (the so-called musical things) and communication
systems dedicated to musical purposes. For instance, it is
envisioned that musical instruments will equip with a com-
munication interface, making them smart musical instruments
(SMIs) [3]. Moreover, the people attending a performance will
utilize innovative multisensory interfaces both to enrich the
music listening experience, and to participate actively in the
music creation process [4], [5].

The IoMusT may revolutionize the traditional concept of
musical interaction in many ways. A prominent example is
the so-called networked music performance (NMP), whose
widespread availability could allow musicians to interact and
perform together without being co-located, thanks to SMIs.
Both wired and wireless networks can connect SMIs and sup-
port IoMusT traffic. However, using cables can be problematic
in certain cases, such as when assembling/disassembling mu-
sical devices on stage [6], [7]. Instead, wireless network inter-
faces provide better opportunities, especially a much smoother
user experience in terms of instrument (self)-configuration, and
freedom of movement for the musicians. On the other hand,
an effective remote and distributed music performance entails
extremely strict quality of service (QoS) requirements, such
as very low communication latency, low and constant jitter
(i.e., the variation of latency), and high audio quality (i.e., low
packet losses that generate unperceivable signal dropouts) [8].
Satisfying these key performance indicators (KPIs) makes it
possible for the performers to maintain a stable tempo, to

remain synchronous and, more generally, to benefit from a
high-quality interaction experience [9, Ch. 3].

Wireless cellular technologies are prominent candidates to
connect SMIs. In particular, we expect the fifth-generation
(5G) of cellular systems to be a fundamental enabler of the
IoMusT paradigm, because it will overcome the packet latency
and reliability limitations of the current fourth-generation (4G)
systems. Nevertheless, the absence of a dedicated infrastructure
for the IoMusT calls for a careful configuration of the 5G
system. For this reason, in this paper, we aim at laying the
foundation of a 5G-enabled IoMusT framework by introducing
building blocks, technological enablers, and design principles
for an effective network configuration, in order to support
IoMusT users as much as possible. We also highlight the role
of edge computing in conjunction with the 5G deployment.

The remainder of the paper is organized as follows:
Section II surveys the related work in the scientific and
standardization literature, providing the foundation of our
proposed architecture; Section III presents an overview of
such architecture, describing the various components, and
characterizing its KPIs; a discussion on the identified gaps
and future research directions follows in Section IV. Finally,
we draw some concluding remarks in Section V.

II. RELATED WORK

A. Technological Enablers of Networked Music Performances

Gabrielli and Squartini [9, Ch. 4], survey candidate wireless
communication standards for NMP. These technologies en-
compass both short-range systems (such as proprietary audio-
specific solutions and IEEE 802.11a/b/g/n/ac) and long-range
technologies (such as IEEE 802.11af). Short-range technolo-
gies operate mainly in the 2.4 GHz industrial, scientific, and
medical (ISM) frequency band. While proprietary solutions
are not suitable for NMP because they usually provide uni-
directional signal transmission only, the short-range standards
of the IEEE 802.11 family suffer from the typically high
interference level found in ISM frequency bands, from a
medium access latency that tends to increase significantly with
the size of the network, as well as from distributed channel
access management issues such as the well-known hidden node
problem. On the other hand, the IEEE 802.11af operates on
sub-GHz frequency bands previously used for television broad-
cast, which show favorable propagation properties. Even in this
case, the uneven availability of sub-GHz bands across different
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countries jeopardizes the exploitation of such technology for
NMP.

As a consequence of the above limitations, the vast ma-
jority of the existing frameworks for NMP relies on wired
network infrastructures [10, Tab. 3]. One of the most advanced
frameworks is LOLA (“LOw LAtency audio visual streaming
system”), a system specifically conceived for distributed per-
forming arts interaction over advanced packet networks [11],
[12]. LOLA leverages a dedicated wired network infrastructure
and specialized hardware, limiting its scalability and cost-
effectiveness.

In this context, the potential of wireless cellular systems
as connectivity providers for the IoMusT is yet unexplored.
Cellular radio access technologies could provide end-to-end,
IP-based connectivity between SMIs (which would consti-
tute a brand-new class of user equipments (UEs)) without
the limitations of IEEE 802.11af, and implying a minimum
configuration effort for the user via the plug&play concept.
Moreover, while current 4G cellular systems focus on sup-
porting mobile broadband traffic, the 5G of such systems will
be able to support ultra-reliable low-latency communication
(URLLC), i.e., guarantee packet latency values down to 1 ms
and a reliability of 99.999% [8], [13]. For these reasons, new
industrial initiatives have started focusing on networked music
performance over wireless cellular networks. An interesting
case study discussed throughout this paper is that of Elk,
a Swedish company that develops technologies enabling a
new generation of connected musical instruments and audio
processors [14].

B. Embedded Audio Systems

Recent music technology advances led to the emergence
of embedded platforms dedicated to digital audio processing
that are suitable for creating musical things as well as to build
IoMusT applications on top of them. A notable example is
represented by the Bela board [15], a cape for the Beaglebone
Black that enables low-latency audio signal processing.

Nevertheless, most embedded systems designed for audio
processing offer a limited range of connectivity options. A
notable exception is Elk’s Audio OS, an embedded Linux-
based operating system, that guarantees processing latency
below 1 ms. It is highly optimized not only for low-latency
and high-performance audio processing, but also for handling
wireless connectivity to local and remote networks using the
most widespread communication protocols.

C. IoMusT Ecosystems

Recent endeavors in IoMusT research explored the creation
of ecosystems around IoMusT technologies, proposing prelim-
inary architectures based on Semantic Web technologies to fos-
ter interoperability across heterogeneous musical things. The
semantically-enriched IoMusT architecture reported in [16]
relies on a semantic audio server, embedded audio systems,
and edge computing techniques. In particular, the SPARQL
Event Processing Architecture described in [17] was used as
an interoperability enabler allowing multiple prototypes of
musical things to cooperate. However, Semantic Web tech-
nologies are not suitable for IoMusT applications relying
on real-time aspects, as the Semantic Web stack is oriented

towards static scenarios, where information evolves at a low
rate [17]. To cope with this issue, Viola et al. improved
the architecture reported in [16] by using the Constrained
Application Protocol (CoAP) [18], a lightweight IoT protocol
for machine-to-machine communication [19].

Nevertheless, neither of the above architectures has been
tested yet within actual IoMusT ecosystems as yet. In ad-
dition, they have been developed around wireless local area
network technologies (i.e., Wi-Fi), whereas their application
in distributed musical performance contexts (such as those
envisioned for 5G systems) represents today an unexplored
opportunity.

D. Standardization Efforts

The standardization body of cellular networks – the Third
Generation Partnership Project (3GPP) – investigated the po-
tential of the 5G-enabled distribution of audio-visual content
and services in [20]. The report describes a variety of use cases,
several of which deal with high-quality audio acquisition,
mixing, and dispatching. The most relevant use case in the
scope of the IoMusT paradigm is audio streaming in live
performances [20, §5.2], dealing with live stage events such
as concerts, musicals, or theatre events where several artists
perform in front of an audience. Here, UE-type microphones
generate multiple audio streams; after audio mixing, these
streams return to the musicians via UE-type in-ear monitoring
devices thanks to a 5G infrastructure.

The typical system parameters for audio streaming in live
performances use cases are provided in [20, Tab. 5.2.1-1] in
terms of various KPIs. Moreover, the European Telecommu-
nications Standards Institute (ETSI) has recently established a
new industry specification group on augmented reality, whose
purpose is to define a framework for the inter-operability of
augmented reality components, systems and services [21]. We
envision that such an initiative can foster the entire extended
reality umbrella, including virtual reality, with the creation of
new kinds of musical experiences based, e.g., on virtual avatars
or virtual objects [2], [5], which are enabled by the inter-
working between smart musical things and augmented/virtual
reality devices.

III. PROPOSED FRAMEWORK FOR A 5G-ENABLED

INTERNET OF MUSICAL THINGS (IOMUST)

We illustrate our envisioned communication architecture
for a 5G-enabled IoMusT in Fig. 1. Such architecture shall
include the following elements:

• UE-type musical things, that include audio I/O hard-
ware, an audio processing system (e.g., the Elk Audio
OS), and a 5G communication module;

• a 5GS providing low-latency packet delivery and
extremely reliable packet transmission. The system
combines a next-generation radio access network (NG-
RAN) comprising 5G base stations – the so-called
next-generation NodeBs (gNBs) – and a 5G Core
(5GC) network, which transfer (digital) audio traffic
among musical things, possibly with the mediation
of audio application services providing, e.g., stream
processing and content caching;
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Fig. 1. 5G-based IoMusT communication architecture overview, entailing UE-type SMIs, 3GPP 5GS, and cloud computing platforms (remote and edge)

• cloud computing platforms, which host such applica-
tion services. These platforms may be located either in
the remote cloud (central datacenter) if they perform
latency-tolerant tasks, or at the edge of the network
if they perform latency-critical tasks. In this paper,
we will mainly consider edge cloud computing plat-
forms, due to the stringent service requirements of the
IoMusT.

A. 5G Enablers

Within the scope of 3GPP, the 5GS [22] represents the
successor of 4G Evolved Packet System (EPS). The 5GS in-
troduces multiple innovations on both the radio access network
(RAN) and core network (CN).

As far as the access network is concerned, a new air
interface called New Radio (NR) [23] is key to overcoming
the limitations of the legacy Long-Term Evolution (LTE)
standard. Despite being still based on orthogonal frequency
division multiple access (OFDMA) like LTE, the NR standard
is characterized by a redesigned and flexible structure both
in the time domain and in the frequency domain, thanks to
the introduction of short transmission time interval (TTI) and
of additional subcarrier spacing (SCS) options. In conjunction
with reduced processing times at both the UE and the gNB,
grant-free transmissions [24], antenna diversity, and multi-
connectivity [25], the 5G NR can meet the latency-reliability
constraints posed by the URLLC paradigm.

Regarding the CN, the 5GC introduced a disruptive service-
based architecture, in which the network elements and op-
erations are organized into network functions (both physical
and virtual), that produce and consume one another’s services.
Such a design extensively softwarizes the CN infrastructure,
allowing flexible network deployment and (re)configuration.
One example is the seamless integration of multi-access edge
computing (MEC) platforms into the 5GC administrative do-
main: being considered as an application function, the MEC
host can interact with the CN to negotiate traffic routing
policies and exploit value-added services provided by the
5GS [26], [27]. In such a time-critical application as the

IoMusT, the role of the MEC is as important as that of the
RAN and of the transport network. The MEC is a convenient
candidate site to mix digital audio streams, as well as host
other smart, machine learning-based processing functions that,
e.g., automatically reconstruct flows by filling gaps originating
from bursts of transmission errors and unrecoverable packet
losses.

One of the strength of the 5GS lies in its support for hetero-
geneous traffic types, each having different QoS requirements.
In particular, other than URLLC, a 5GS shall be able to support
simultaneously enhanced mobile broadband (eMBB) traffic
as well as massive machine-type communication (mMTC).
The network slicing concept guarantees the management of
the distinct traffic types: here, the (unique) physical network
infrastructure can be divided into multiple virtual networks
serving a given service type [23, §16.3]. We also recall that
a smooth transition between the two generations of 3GPP
technologies will happen, starting from the new gNB that will
operate with a 4G Evolved Packet Core (EPC) in the so-called
non-standalone (NSA) mode.

B. Envisioned Use Cases

We envision two 5G-enabled IoMusT use cases:

1) ultra-reliable low-latency networked music perfor-
mance (URLL-NMP), entailing IoMusT users rehears-
ing and playing together from remote places thanks
to UE-type SMIs. This use case extends the 3GPP’s
audio streaming in live performances use case [20,
§5.2] by relaxing the constraint of having co-located
musicians and audience, thus yielding 5G-enabled
networked music performances. We sketch this use
case and a sample communication protocol stack in
Figs. 2 and 3, respectively. In essence, the typical
data flow among the IoMusT users involves sending
audio streams through the 5GS, which conveys them
to a MEC server running audio application services
(such as audio re-synchronization/mixing or advanced
functions for error concealing). The MEC server
finally returns a mixed audio stream to each musician
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within a maximum tolerable delay that makes it
possible to maintain a smooth musical performance.
Let us remark that the MEC may not be always
present or needed: in those cases, the 5GS just routes
the audio traffic between the involved IoMusT users.
In any event, we envision that the MEC assistance
becomes more and more important as the amount of
involved streams and the distance between IoMusT
users grows;

2) fast server interaction, entailing an enhanced one-
to-one interaction between budding/expert musicians
and a server. For example, by streaming the played
music towards the server through a SMI, each mu-
sician may automatically trigger a software agent
instantiated in the MEC, which can respond in real-
time for improvisation, composition, or learning pur-
poses [28]. This use case also includes new kinds of
human-machine interaction entailing, e.g., the expres-
siveness of generated music [29].

C. Key Performance Indicators

1) Latency: We can characterize the end-to-end (E2E)
latency of the audio communication from the time the (analog)
audio signal leaves the generating SMI until its delivery to the
musician as follows:

D = τaudio,upstream + τtx,uplink
+ τtransport + τproc
+ τtx,downlink + τaudio,downstream ,

(1)

where

• τaudio,upstream is the time that a musical thing takes
to acquire and digitize an analog audio signal in a
suitable manner before passing it to the transmission
module. Note that the outgoing traffic pattern (the so-
called transfer interval [20]) towards the 5G module
is deterministic;

• τtx,uplink includes UE processing delay, transmission
time, and processing time at the gNB side;

• τtransport is the delay component caused by the trans-
mission of the audio stream from the gNB that serves
the transmitting UE towards the gNB serving the
receiving UE. This interval includes the time to reach
a server that may process the data before forwarding
them to the destination;

• τproc is the time taken by the MEC server (if
present/needed) to process the incoming audio stream,
e.g., to re-synchronize/mix it with streams from other
SMIs or to retrieve cached audio content;

• τtx,downlink is the counterpart of τtx,uplink, and in-
cludes the gNB processing delay, the transmission
time, and the UE processing delay. Note that, due
to the different direction of the transmission (down-
link vs. uplink), we likely have that τtx,downlink �=
τtx,uplink;

• τaudio,downstream accounts for the operations that the
receiving musical thing must perform in order to
serve an analog audio signal to the musician. This

delay depends on whether a MEC server is used
to re-sync and mix audio streams or not. In the
absence of the MEC server, each receiving SMI
would manage packet reordering, audio syncing and
error concealment independently, therefore typically
τaudio,downstream �= τaudio,upstream.

2) Reliability: This KPI measures how long a given system
performs its intended function under well-defined conditions.
This concept is coupled with that of availability, which instead
is a measure of the percentage of time the system is in an
operable state. We stress that a reliable system has also a
high availability, while a highly available system may not be
reliable. Thus, in the following, we refer to the concept of
reliability as a KPI.

As far as network-layer packet transmissions are con-
cerned, the reliability is typically defined as the percentage
of the amount of sent network layer packets which reach
another system entity within the time constraint required by the
targeted service, divided by the total number of sent network
layer packets [30, §3.1]. Similarly to what we did with D,
we propose to decompose the E2E reliability into multiple
reliability components as follows:

R = psucc,uplink·psucc,transport·psucc,comp·psucc,downlink , (2)

where

• psucc,uplink is the success probability of the uplink
transmission;

• psucc,transport is the success probability of the packet
forwarding across the back-haul transport network;

• psucc,comp represents the probability of error-free data
processing at the computing platform side;

• psucc,downlink is the success probability of the down-
link transmission.

Note that we neglect the non-idealities of the audio
processing unit. Moreover, it is reasonable to assume that
psucc,transport → 1 due to an almost error-free backbone trans-
port network. On the other hand, we may assume psucc,comp →
1 only for a remote/datacenter cloud deployment, but it may
not be the case for edge deployments. Thus, the reliability of
a 5G-enabled IoMusT can be approximated as follows:

R � psucc,uplink · psucc,comp · psucc,downlink . (3)

In other words, we can safely assume that the overall reliability
is due to the reliability given by the radio links in uplink
and downlink and the dependability of the edge computing
platform.

3) Service Coverage: In 3GPP’s technical documents, the
term “service area” commonly refers to a geographic region
where a 3GPP communication service is accessible [30]. For
5G-enabled IoMusT, the concept of service area more closely
concerns the topology and transport delay of the network
that connects the performers, rather than their geographic
distance. For this reason, in the following we will denote the
accessibility of IoMusT services as “service coverage,” and
we will characterize this KPI by identifying three relevant
scenarios.
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Fig. 2. Illustration of the envisioned URLL-NMP use case. In this sample scenario, three players are distributed in a regional area of Northern Italy, and exploit
UE-type microphones and loudspeakers to perform together. The 5GS infrastructure is in charge of managing the generated audio flows (singing voices and
musical instruments signals). A MEC platform in proximity of the NG-RAN may provide audio stream processing, e.g., providing each artist with a personalized
audio mix through the loudspeakers. A remote cloud platform may also carry out latency-tolerant tasks, e.g., recording and storing the musical session.

First, let us consider by a rough estimation of the audio
communication time. Considering the Elk audio systems [31],
the board produces a protocol data unit (PDU) comprising
32 audio samples (each of 32 bits) for each audio channel,
plus some overhead (about 256 bits including UDP headers).
Since two audio channels are considered, the total PDU size
is ≈290 bytes. Redundancy mechanisms help compensate
for packet losses: after the transmitter sends a packet, the
following packet includes 20% redundant information. Being
the sampling frequency equal to 48 kHz and considering the
redundancy, the packet transmission rate is approximately one
packet every 32/(48 · 103) · (4/5) ≈ 0.533 ms. This is the
value of τaudio,upstream. Hence, with a fast audio board in
each SMI [31], we may assume that τaudio,upstream � D. We
may also assume that τaudio,downstream has the same order
of magnitude as τaudio,upstream. Therefore, the main delay
components are due to the over-the-air transmissions, back-
haul routing, and processing. We recall that we assume that
the reliability of the audio processor is 100%.

While the operations of an SMI on an audio streams are
inherently local tasks, the transmission of audio samples over
the air requires the multiplexing of traffic from multiple users,
which places the burden on the RAN and transport networks.
In particular, multiple IoMusT users co-located in the same
geographical area could potentially lead the 5GS to worse
latency (τtx,uplink and τtx,downlink) and reliability performance
(psucc,uplink and psucc,downlink). An increasing load would have

consequences also on the computing platform, as well. In both
the envisioned use cases, an edge computing platform may be
instrumental to achieve low-latency IoMusT user interaction.
With reference to Fig. 2, it is reasonable to assume that each
MEC host will serve a certain geographical area, thus if the
amount of IoMusT users in that area increases, the computing
load will increase as well. An increasing offered load leads
to a higher latency component τtransport, but may also impact
the reliability term psucc,comp.

Based on the above observations, a limited number of
IoMusT users would result in τtx,uplink, τproc, τtx,downlink,
τaudio,downstream → 0, and psucc,proc → 1. As a result,
D � τtransport, thus almost the entire latency budget may be
employed to cover the round-trip time between each user and
the serving cloud computing platform, which performs audio
processing (e.g., syncing, mixing, error concealing, caching).
In this respect, we remark that the geographical distance
between each IoMusT user and the server depends on the
back-haul network topology, thus the definition of proximity
among performers relates to traffic routing delay, rather to
geographical distance [32]. Thus, in the absence of closely or
fully integrated administrative network domains, a given use
case may be feasible or not.

According to the above reasoning, we can define the
IoMusT service coverage based on the following two param-
eters:
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Fig. 3. Characterization of the IoMusT communication protocol stack for the URLL-NMP use case. Two SMIs communicate with the MEC server, which
synchronizes and mixes the respective audio streams. Note that each SMI integrates an audio processing board as well as a communication module that interfaces
the board with the 5G network.

• number of IoMusT users served by the same MEC
platform, i.e., the MEC load;

• number of IoMusT users served by the same RAN
infrastructures, i.e., the RAN load.

Specifically, we identify three different scenarios according to
the interplay of these parameters.

Scenario 1: high-density performer distribution — Multiple
IoMusT users connect locally to the same RAN, i.e., to the
same gNB or to a set of gNBs that relies on the same
MEC server. This scenario tests the stress on the RAN in
moderate transport delay conditions, which offers some leeway
to absorb part of the delay budget in radio links, e.g., to correct
transmission errors and ensure a smooth audio flow.

Scenario 2: low-density, wide-area performer distribution —
Multiple IoMusT users are distributed over a wide area. Hence,
they connect to different local gNBs, which forward the audio
flows to a MEC server chosen to optimize the transport
performance. This scenario tests the stress on the transport
network, assuming that it consumes most of the delay budget
to connect performers located farther than in Scenario 1.

Scenario 3: intermediate-density, wide-area performer distri-
bution — IoMusT users appear in clusters: each cluster is
mostly distributed locally, but the clusters are distributed over
an intermediate/wide area. This scenario makes it possible to
explore the interplay among the RAN, the transport, and the
MEC server delay components.

D. High-Level Service Requirements

According to several studies, rhythmic synchronization
among multiple performers is optimal as long as the acoustic
delay remains below 20-30 ms. Skilled musicians may even
tolerate an absolute maximum of 50 ms of delay, without
affecting the music performance [10]. For the URLL-NMP
use case, we may therefore set the total delay budget to an
intermediate value of D = 30 ms, Instead, the fast server
interaction use cases comprises several sub-use cases, each of
which entails a different latency requirement. For example,

in case the edge server underpins an interactive IoMusT
performance, the latency requirement should be similar to that
of URLL-NMP, whereas if the server’s role is to proactively
cache musical content, higher latency budgets are typically
tolerable.

As far as the packet reliability R is concerned, air interface
reliability lower bounds between 1 − 10−3 and 1 − 10−9

typically satisfy the so-called tactile Internet paradigm [33], of
which the IoMusT is part. However, such service guarantees
typically hold only under well-defined conditions and depend
on many factors, e.g., the varying offered traffic load. In
any case, as also seen for the latency, the upper bounds
on the reliability value should be a function of the audio
application. In particular, we may consider as a reference the
audio streaming in live performances use case [20, Tab. 5.2.1-
1], which mandates a packet error ratio < 10−6 for a packet
size corresponding to 1 ms of audio data, in order to guar-
antee no audio dropouts or audible interference occurrences,
and assuming no/basic error concealment algorithms. Such a
constraint should apply to both the envisioned use cases.

Regarding the service coverage, the envisioned fast server
interaction scenario features a one-to-one interaction between
IoMusT and the cloud computing platform, thus entailing
traditional challenges that fall under Scenario 3. Examples
of these challenges are, e.g., the design of load balancing
between remote cloud and edge cloud computing platforms,
as well as the MEC host selection. On the other hand, URLL-
NMP requires a more careful analysis, as it requires a one-
to-many audio distribution mediated by the MEC server. As
a matter of fact, according to the geographical position of the
various members of the musical band as well as the density
of other IoMusT users in the same area, multiple of our
identified scenarios may occur simultaneously. In particular,
for Scenario 1, we expect that the perceived user experience
largely depends on the density of the performers and of the
gNBs, as well as on the load of the MEC server that mixes
the incoming audio streams or provides the cached musical
content. For Scenario 2, the perceived user experience mostly
depends on the average distance of the users (measured in
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TABLE I. 5G-ENABLED IOMUST USE CASES AND RELATED E2E
SERVICE REQUIREMENTS.

USE CASE LATENCY RELIABILITY SERVICE COVERAGE

URLL-NMP ≤ 30 ms ≤ 10−6 Scenario 1, 2, or 3

Fast server interaction Sub-use-case-dependent Scenario 3

terms of transport delay rather than geographical distance).
Scenario 3, as an intermediate case between the previous two,
involves a careful management of the various components of
a 5G-enabled NMP, ideally enabling users located in another
region or even another country to play together.

The mapping of the requirements against the identified use
cases are provided in Table I.

IV. DISCUSSION: IDENTIFIED GAPS AND OPEN

RESEARCH QUESTIONS

Various aspects of the proposed 5G communication archi-
tecture for IoMusT deserve more investigation.

• Availability of 5G-enabled musical things — At the
time of writing, as also reflected in Fig. 3, state-of-the-
art audio processing boards (e.g., Elk Audio OS) are
not yet tightly integrated with the 5G communication
module.

• Availability of a 5GS — Full-fledged deployments of
standalone 5GS will take some time, thus the QoS
provisioning for the envisioned IoMusT use cases may
not be available soon, even though integrated 5G-
audio systems may progressively become available on
the market.

• Characterization of the service coverage — The
IoMusT service coverage strongly depends on the con-
sidered scenario and network deployment conditions,
including the coverage of the 5GS and the location
and instantaneous load of MEC servers. Therefore, the
evaluation of service coverage is an interesting open
research question.

• Optimal load balancing of edge tasks — Each use case
leads to a different optimization of the location of the
MEC server that provides the audio services: for a dis-
tributed music performance, for example, the choice
of the MEC server should minimize the data transport
latency and offload the tasks of the on-instrument
audio processing board; for the fast server interaction
use case, instead, only one performer interacts with
the server, and the best placement is likely closest to
the performer. Anyway, all of these aspects deserve
attention and research regarding, e.g., the optimization
of the placement and the load of the involved MEC
hosts.

• Enhancement of network awareness and intelligence
— Innovative networking strategies to successfully
manage parallel IoMusT sessions as well as individual
sessions are needed to ensure the scalability of the
5G-enabled IoMusT. Such strategies may make use of
artificial intelligence, e.g., to conceal errors introduced
by the connect-compute chain.

V. CONCLUSION

In this paper, we characterized for the first time a 5G-based
IoMusT framework, that can contribute to spread the availabil-
ity of innovative musical services. Thanks to the technologies
belonging to the 5G ecosystem, new use cases such as URLL-
NMP and fast server interaction may be made available to
musicians. We identified the KPIs to be considered for the
evaluation of solutions that implement these use cases, and
proposed a general communication architecture. Finally, we
mentioned the most recent advancements in terms of hardware
components, that could make the vision of 5G-enabled IoMusT
real.

As future work, we will evaluate the interplay between
the identified KPIs by means of analytical tools as well as
computer simulations, in order to define and characterize the
domain of application of the vision described in this paper.
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