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Abstract—Industrial Internet of Things (IIoT) supports
multiparameter monitoring systems, where much data are con-
tinuously sensed and processed on the edge in real-time. In
this paper, we consider the service development problem for
such IIoT data. We study the opportunities of human-computer
interface that make such services smarter: a) mobile assistance,
b) interactive dashboard, c) post-analysis. The pilot prototype is
implemented and tested for real production machinery.

I. INTRODUCTION

Industrial Internet of Things (IIoT) supports multipa-
rameter monitoring systems, where much data are continuously
sensed and processed on the edge in real-time [1]. Modern
enterprises and factories use information systems developed
with Internet of Things (IoT) [2] technology for equipment
monitoring to optimize the production operation and quickly
respond to faults [3]. We consider the generic service devel-
opment problem for such IIoT data.

Multiple sensors are installed on production machines to
collect data and to transfer the data to server computers, where
they are converted into a convenient form for the specialist
to understand. The traditional method of checking equipment
is long, and searching for faulty equipment can lead to long
downtime of the entire production line, while the equipment
monitoring system in the enterprise has the ability to check
machine components in real-time and report the failure of
specific equipment, e.g., see [4].

An equipment monitoring system collects big data to
analyze the state of the entire production. Then a person
(equipment personnel) makes decisions depending on the sit-
uation. In order to speed up understanding of the problem and
finding a solution, the information from sensors and services
needs representing in a human-friendly form [5], [6].

In this paper, we study the opportunities of human-
computer interface that make such services smarter: a) mobile
assistance, b) interactive dashboard, c) post-analysis. Our study
is based on implemented pilot prototype, which is tested for
the use with real production machinery.

The property of mobile assistance is essential when
the user operates near the object of monitoring. That is, a
service takes the context into account and personalize the
assistance to the user [7]. This property frequently happens in
healthcare systems where the challenging object for monitoring
is a patient [8].

The property of interactive dashboard makes the use
of data analytics services more effective, since the user is

explicitly involved into the process. This property frequently
happens in socio-oriented systems when digital solutions sup-
port cooperation between people [9]. Similarly, the user has the
possibility to response immediately when a service provides
new information for expert analysis.

The property of post-analysis is essential when regularly
collected big data from many sensors are analyzed to discover
events and their relations. In particular, data fusing and se-
mantic analysis is needed to identify the reasons of the subject
situation and predict its behavior [10]. This property frequently
happens in location-based systems where each location is a
source of regular data flows to collect and analyze.

The rest of the paper is organized as follows. Section II
provides related work in the human-computer service interface
area. Section III considers interface designing for service-based
assistance in IIoT monitoring systems. Section IV discusses
interface designing for interactive dashboard with access to
multiple services. Section V describes interface designing
for post-analysis services with collected data interplay and
historical retrospective.

II. RELATED WORK

A lot of research has been done in the field of intelligent
monitoring and data visualization. Consider and compare some
literature to identify properties that may subsequently appear
in the interfaces of the industrial services monitoring system.

A. Traditional approach

Today, the dashboard is the most commonly used way to
visualize IoT data. In [11] the authors use traditional methods
of visualizing production data. Visualization approaches are
also described for more convenient presentation of data and
assistance in making effective decisions. For this, different
dashboards were used depending on the user’s role in pro-
duction: operator, manager, manager. Work [12] describes
an approach to data visualization using the example of an
intelligent campus. The web interface was used on public
displays and consisted of components: map-based interaction
and search, and interaction with perceived data.

B. Contextual interface

The main task of contextual interfaces is to provide the
user with information in accordance with the current situation.
For example, in [13] a context-sensitive CAVisAP system is
presented for visualizing indoor air pollution. The system not
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only reads the location and time, but also takes into account
the level of user sensitivity to pollution and the deterioration
of color vision impairments to visualize personalized pollu-
tion maps. Work [14] presents a context-sensitive information
system Ubi-Board, which includes smart displays with the
ability to recognize the closest users to personalize information
content. The system can provide information to both groups
and individual users depending on the distribution of people
in space.

C. AR/VR

The AR/VR technologies allow you to display infor-
mation in real time and creates a connection between the
virtual and physical worlds. Work [15] provides an example of
visualizing sensor data through AR, in which, when hovering
over a sensor, the application recognizes it, connects to the
system and displays information from the sensor. Using AR
allowed to increase the speed of detection of faulty sensors, and
present information from sensors in a more convenient form.
Document [16] uses a method of automated visualization of
sensor data to create indoor conditions using VR technology.
The system provides users with information to help create
comfort conditions in real time, showing step-by-step guides
in a virtual environment.

D. Historical visualization

In monitoring systems, information from devices form
a large amount of historical data. Typically, data is updated in
real time and presented in history in a static form for a certain
period of time, which makes it difficult to comprehensively
analyze information about the status of the device during
the selected period. To visualize historical data in [17] a
system is developed for display multidimensional information
and dynamically present information. Superset [18] provides
an interactive interface for visualizing data. It also supports
many methods for visualizing historical data, such as charts,
histograms, and trees.

III. MOBILE ASSISTANCE

An edge-centric IIoT monitoring system needs a server
and user interface that provides the necessary information to
the user on his devices. The purpose of monitoring is to
help make sure that all services or modules of the system
are working correctly, and to identify failures in the system.
Therefore, it is necessary to display to the user important
events and failures in the system so that he focuses on them,
minimizing the reaction time to the problem. This section
shows prototypes of user interfaces for quick response to solve
problems.

A. Widgets

Widgets should highlight the main information in the
dashboards in order to focus on the screen the necessary
parameters. An interface was developed for the monitoring
system to display the values of the sensor and the status of
indicators in real time. Since the number of sensors and their
indicators can be huge, the interface must be customizable
and display only the information that a particular user needs.
The user is also provided with advanced widget settings with

Fig. 1. Widgets example

Fig. 2. Mnemoschema example

display conditions. Fig. 1 shows an example of visualizing 
widgets in the dashboard.

B. Mnemonic schema

The main task of the mnemonic schema is to simplify
the search and identification of information for operational
decision making. The mnemonic schema displays the structure
of systems and equipment, which helps operators memorize
schemes of objects, and also displays information about the
current state of equipment and facilitates the systematization
and processing of information.

In the interface, the mnemonic schema is an SVG file 
on which objects with information are displayed. The location 
of the sensors on the schema is determined in accordance with 
their location in the real world. Indications of the sensor status 
are presented in the form of a circle of a certain color. Also 
on the mnemonic schema you can configure a  c hild scheme, 
which you can go to by clicking on the corresponding object. 
Fig. 2 shows an example of a mnemonic schema with a 
sensor and a child element.

C. Alerts

Alerting system is the basis for effective monitoring
of equipment. Setting up an alert system supports responding
quickly when deviating device parameters, since it is difficult
to manually monitor the status of each indicator. Alerts help
draw attention to important events, which leads to checking
event-related information and device metrics. To monitor the
values set Email, SMS and push notifications.

At the moment, the notification system being developed
uses push notifications that appear on the device screen on top
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of all other windows, and e-mail. The user is notified when
an event occurs for which he has subscribed, for example, a
change in the status of a service or an out-of-bound parameter
value.

D. Reports

The system under development allows the user to create
reports on specified parameters. There are several types of
reports:

1) report on the program module in real time,
2) report on the program module in retrospect (for a

given period),
3) report on equipment load.

The report is built from the blocks specified in the
settings of the program module. The interface supports the
following types of blocks: various graphs with real-time update
mode, text messages with support for HTML code, broadcast
video from cameras, action blocks with the ability to send the
program module a specified event with parameters, equipment
load, widgets.

IV. SMART DASHBOARD

The requirements for the industrial equipment moni-
toring system Opti-Repair determine the client part, which
should implement user interactions with system services. At
the moment, the user interface is implemented as a web
application for users.

We provide the current general concept for building the
user interface of the Opti-Repair system. The architecture is
presented in Fig. 3. It applies the following properties.

1) Sensors are mounted on industrial equipment and
connected to a special microelectronic board. This
board reads data from sensors and transfers it to the
system.

2) The Opti-Repair system has set of program modules
(PM) that perform specific functions.

3) The host OS of the Opti-Repair system can have
several instances of program modules (PMI can also
take this as a process).

4) For example, PMI can read data from board, process
this data and write to a database storage or send it to
a message broker (for another PMI or server).

5) Pay attention that PMI may be greater than PM. For
example, let the system have a PM for reading data
from the temperature sensor board. Two temperature
sensors can be installed on industrial equipment, so
two PMI must be created to read data from these two
sensors. Also, PM may not connect to any sensors,
but this PM may do some other work, for example,
read events from a message broker, analyze events
and notify the user about some alerts.

6) Each PM must have configuration file in a special
system directory. This configuration file may contain
a description of the interface blocks (an overview of
these blocks is given below).

There are several types of user interfaces:

1) PMI page — a page for displaying information about
the current PMI operation (status, events, log and
interfaces blocks). This page is designed for the PM
developer, but not for the system operator.

2) Service page — a page with information about system
service. This page is designed for operator (system
service may depend on several PMI).

3) Dashboard — a main page for displaying summary
and important information.

These types of user interfaces are based on interface
blocks. There are different types of blocks:

1) chart — a chart with line type. Datasets and display
style are described in the PM configuration file.

2) text — some text with supporting HTML tags.
3) chart-array — set of charts (data must be array)
4) timeline — the distribution of events over time.
5) widget — small block with the current data value

(usually from the sensor or status from any service).
6) et al.

In sum, 15 types of blocks are supported. The data
for blocks are extracted from databases (or events from the
message broker) due to the description in the configuration
file. For example, the description of blocks may be as follows:

block1.type = chart
block1.name = Rotation frequency, Hz
block1.event.types = value_changed
block1.data.field1 = frequency
block1.data.name1 = Rotation frequency
block1.data.color1 = red
block1.y = frequency, Hz

Thus, the PMI page consists of blocks which are defined
in the configuration file. Different PM can use the same blocks.
The service page also consists of its PMI blocks (several PMI
are connected to the service). Dashboard is configured by users
and also consists of different PMI blocks or some special
blocks (for example, a list of recent important events or list
of recent tasks from services). The building UI architecture is
presented in Fig. 4.

This architecture allows the user to build dashboard
according his requirements. Examples of different dashboards
are presented in Fig. 5. Dashboards are built without changing
program code.

This user interface has problem with scalability. More
than 70 sensors can be installed on equipment, so output values
of these sensors in widgets and charts on the main dashboard
can be very inconvenient for the user. This huge amount of
data does not allow the user to quickly understand the cause
of the problem and decide what to do.

As a result, we suggest an idea for creating a smart
dashboard. This dashboard will fit to the current situation on
the equipment and display only important information for the
user. Smart Dashboard has the following requirements:

1) the system operator should do minimal actions to
obtain information about the current problem or do
nothing for this.
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Fig. 3. Basic architecture of the system

Fig. 4. System User Interface architecture

2) in the case the problem is related to the equipment,
the dashboard should display all the information
related to this problem.

3) in the case problem is absent, the dashboard should
receive information from the user settings.

To implement this concept, the following points are
suggested:

1) a list of important events is defined. Events are
generated by PMI or services.

2) each event is associated with a list of blocks of
user interfaces, which visualize information for un-
derstanding the causes of the problem.

3) in the case of an event, the dashboard visualizes all
associated blocks with this event.

Let us consider an example of this event. The voltage
sensor is exceeding limit of the maximum value. The PMI for
analyzing data from the voltage sensor emits an event about
this problem. The dashboard receives an event, analyses it and
builds a new user interface (loading blocks and data associated
with this event).

(a) Factory equipment

(b) Experimental stand

Fig. 5. Dashboard examples

The advantages of this user interface building model are
as follows:

1) notifications from the system may not be delivered
or ignored by the user, so this increases the reaction
time to the problem.

2) the user will always pay attention to the current
problem.

3) the user should not go to other pages of the web
application to analyze the causes of the problem, so
this reduces the reaction time to the problem.

4) in the case system supports several equipment, dash-
board shouldn’t display all the information from all
the equipment, but only with its problem.

The new architecture for building this interfaces is
presented in Fig. 6. Now building the user interface depends
on important events of the system.
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Fig. 6. New User Interface architecture

Fig. 7. Report example

V. POST-ANALYSIS

To analyze the causes of problem with the industrial
equipment, a report form is used. The date range is selected
by the user and the system builds a report from this range.
The Opti-Repair system also has ability to generate reports.
An example of this report is presented in Fig. 7

This static report does not allow to understand the cause
of the problem, if the problem may be related to the operator’s
actions from the video camera. For example, sensors captured
an event that is caused by the penetration of the operator into

some equipment node or by some other external impact.

The sensor event and the cause of the problem also
can be separated in time. This anomaly can be recognized by
watching historical data in dynamics.

To solve this problem, there is the idea of creating the
user interface with playing monitoring system events in time,
like a video player. Video streams from saved files, data from
sensors and events from PMI and services will be generated,
and the system will display data in real time (for all blocks of
the user interface).

There are three options for implementing this function:

1) uploading all data to the client. But this case has a big
disadvantage: the amount of data can be very huge, so
the system must extract all the data from the storage
and upload this data to the client. So in this case may
be a very long delay.

2) emulation of sending data from the server to the client
is the same as sending data from sensors to the user
interface in real time. But in this case the data will
be extracted from databases storage. To interact with
the server a web socket can be used. The advantage
of this method is that the implementation of the user
interface in real time and playing historical data don’t
change. There may also be no delay to uploading data
to the client.

3) combine option: data are uploaded for the client in
part.

The user interface should have the following opportu-
nities:
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Fig. 8. Historical Data Player Architecture

1) date range selections for historical data.
2) playback speed control. By default, one to one time

is used (one second of real time corresponds to
receiving data in one second). Other modes are also
supported: one to two (one second of real time
corresponds to receiving data in two seconds), one
to five (historical data in five seconds) and one to ten
(historical data in ten seconds)

3) move to any second of historical data range
4) pause playback.
5) save settings for the player and historical data.

The architecture of playing historical data is presented
in Fig. 8. Interaction with the server and client parts occurs
using web socket protocols. The data player emulator module
manages the sending of data to the client and extracts data
from the storages.

VI. CONCLUSION

This paper considered the generic service development
problem in IIoT multiparameter monitoring system, where
much data are continuously sensed, processed on the edge,
and feed constriction of real-time analytics services. Our
particular study subject is the opportunities of human-computer
interface that make such services smarter: a) mobile assistance,
b) interactive dashboard, c) post-analysis. The above elements
can be a part of any IoT monitoring system, making the work
of personnel more effective and “digitally closer” to the object
of monitoring and analytics. To evaluate the opportunities, we
implemented a pilot prototype, which is experimented for the
use with real production machinery.
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