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Abstract—The recent years there is rise of all-flash data
storage. Flash disk has significant advantages comparing to HDD.
This motivates to migrate existing and develop new high load
systems basing on all-flash storage. Thus, one should choose
an appropriate storage architecture to balance cost, throughput,
load, performance, etc. In this paper we present mathematical
models which describe reliability, performance and cost of all-
flash data storage. Also, we provide results of simulations, analysis
and recommendations for various usage scenarios. The results of
this study support development of smart sensors for Internet of
Things, where all-flash data storage is used to maintain sensed
data locally.

I. Introduction

There is growing demand for volumes of data storage ser-
vices, at the same time performance requirements for storage
systems are increasing [1]. The modern and future technologies
of flash disks are the most promising for the future storage
systems.

Comparing to so called “traditional” hard disk drives
(HDD) a flash disk (or solid-state drive, SSD) has a number
of advantages and disadvantages, but the former significantly
overweight the latter. In particular, comparing to HDD, per-
formance (access time, read and write throughput) of a flash
disk is 1-2 orders of magnitude better, while the costs are
an order of magnitude worse. Meanwhile, one of the most
annoying a flash disk problem is so called “wear-out”. It is
the result of a semiconductor memory cell damage during
data write operations. Example of real-world SSD wear-out
is shown in [2]. In the area of flash storage data deduplication
is widely used to reduce both write wear-out and cost of
storage (see for details [3] and [4]). This emerging technology
is a relatively new method aimed to reduce redundancy by
eliminating duplicate copies of data. The most prominent
deduplication solution for Linux-based systems is Virtual Data
Optimizer (VDO) [5].

A data storage system consists of special hardware assem-
bling data disks. A common data storage is under high load
of input/output operations. This affect on reliability (as failure
of a disk) and performance. There is a well-known method
to increase both reliability and performance of a data storage,
called “RAID” (Redundant Array of Independent Disks), in

which several physical drives are combined into one logical
drive.

This paper presents an approach to analyze three charac-
teristics of an all-flash storage: reliability, performance and
cost of RAID. In contrast to our previous works, this paper
considers the results of numerical modeling. The research
results can be used to select the type of RAID for continuous
smart data collection [6]. In particular, development of smart
sensor systems for Internet of Things can use all-flash data
storage to maintain sensed data locally. Note that such data can
come from multiple sources, and the storage becomes subject
to high requirements on reliability, performance and cost.

The structure of paper is the following. Section II describes
a conceptual and three mathematical models: performance,
cost and reliability. Section III presents the simulation results.
Finally, section IV summarizes the final remarks and conclu-
sions.

II. Data storage system models

Mathematical models are used to describe a system using
mathematical concepts and language. Mathematical models are
widely used to explain a system and to study the effects of
different components, and to make predictions about behaviour.
In this section a conceptual and three mathematical models
are presented. The latter are used to describe performance,
reliability and cost of an all-flash data storage.

A. Conceptual model

A conceptual model presented below is used to describe
an all-flash data storage in general (see figure 1). It consists
of external factors such as DSS control and an application
input/output flows, and internal subsystems:

• network service;
• VDO-based deduplication software module;
• software RAID;
• disks subsystem consisting of a number of flash disks.

The purpose of a storage is to store and provide access to
user data meeting the requirements of a service level agreement
(SLA) in terms of reliability, performance, time and volume
of data.
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Fig. 1. Conceptual model of a data storage system

As input of a storage, request qi (i = 1, 2, ...) is processed
by the network service, which takes ΔtNS

i
time to complete.

From the point of view of our model, the primary function
of the network service is to split the request into blocks of a
certain size.

Passing the network service, blocks of the request are
directed as input of the data deduplication system. As it was
stated above, we consider VDO as the deduplication software
module; its purpose is to detect and reduce data redundancy,
for example, by replacing repeated copies of data with links
to the first copy (see [3]). We denote the time required for
deduplication of the request as ΔtDED

i
.

The next module meeting the request is software RAID,
which controls the process of reading or writing to underlying
flash disks. The execution time of the request is denoted as
ΔtRAID

i
; it depends on the RAID level, type of operation and

other minor factors.

The final point for the request is a flash disks subsystem.
The access time ΔtDIS K

i
depends on the type of operation (read,

write or erase) and the storage parameters, such as the average
number of requests per second (IOPS, Input-output Operations
Per Second) and average read or write throughput, measured
in bits per second.

The bottom part of the Fig. 1 shows the output integral
indicators that characterize the quality of storage systems and
the efficiency of its operation for the user:

• storage capacity, bytes;
• operation period, hours;
• storage cost, rubles;
• throughput, bit/s and latency, s;
• durability, hours.

The overall system performance can be estimated by indi-
cators such as the average completion time of a typical read or
write request (Latency), as well as number of operations per
second (IOPS) and number of megabytes per second (MBPS).
We assume that for a typical user of a storage, the most
understandable and familiar performance indicator from the
listed may be the bandwidth or average read or write speed
vrw in megabytes per second, since it is the closest to the role
of the integrated speed characteristic of a storage system. The

specified indicator is defined as the ratio of the total volume of
completed requests to the total processing time of the requests.

Of the four main indicators of reliability (reliability, main-
tainability, durability and storageability), two indicators – reli-
ability and durability – are provided by manufacturers of flash
storage devices, which led to the choice of these indicators for
evaluating of data storage systems.

The durability of each storage device depends on such
an parameter as the T BW (Total Bytes Written), and on the
average intensity of the data write or overwrite stream. Disk
service time is determined by a device parameter such as Mean
Time Between Failures (or MTT F, Mean Time To Failure).
The reliability and durability of the entire storage system is
determined by the number of storage devices and the used
RAID level.

In addition, it is of interest to assess such a comprehensive
reliability indicator as the availability rate AR, which is defined
as the probability of an object to be in working conditions at
an arbitrary point in time (except for the planned periods of
downtime). This indicator includes a maintainability indicator
such as the average system recovery time MTTR (Mean Time
to Recovery) and is determined by the ratio AR = MTT F

MTT F+MTTR
.

The described indicators reflect all the components of
effectiveness [8]: productivity, efficiency, and resource usage.
Productivity is ensured by a given reliability, capacity and
lifetime of the system, efficiency is achieved by a given read
and write performance, and resource consumption is provided
by the cost of storage. Obviously, from the perspective of
improving all the integral indicators of the system, these indi-
cators are mutually exclusive. For more details on conceptual
model, see [15].

B. Performance model

The performance model is based on a estimation of the
delay time through all the underlying subsystems: the requests
are received at the entrance of the storage system by the
network service model, at the second stage request goes to the
model of the VDO deduplication module, then to the software
RAID model and, finally, to the flash memory device model
for reading or writing.

A model of user applications create a load on storage. A
workload is created by several programs, each of which can
request reading or writing. To simplify the model, we assume
that the load is from several user programs transmitted over
the network to the storage system, is perceived by the network
service module at the input of the storage system as a stream
of requests.

Each request (qi = (ti, oi, si) in the stream is characterized
by the following parameters:

• ti ∈ Z – time moment of receiving a request (times-
tamp);

• oi ∈ {r,w} – requested operation (r - read, w - write);
• si ∈ N – number of bytes (request size) to be processed

(written or read).

Main characteristics of the query stream {qi} are:

• i = 1, . . . , I – number of a request;
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• I ∈ N – total number of requests;
• ti, i ≥ 1 – time moment of receiving request i by the

storage;
• oi, i ≥ 1 – requested operation of request i;
• τi = ti+1 − ti, i ≥ 1, t0 = 0 – random variables,

independent equally distributed time intervals between
requests;

• si, i ≥ 1 – random variables, independent equally
distributed values of requests size;

• t0 – start time of an experiment;
• tI – end time of an experiment.

According to the conceptual model presented in II-A, the
average execution time of a typical request qi Δtrw

i
is the sum

of the service times in each of the components of the system:

Δtrw
i = ΔtNS

i + ΔtDED
i + ΔtRAID

i + ΔtDIS K
i . (1)

Since read and write speed of a flash disk vary significantly,
it is reasonable to evaluate two performance indicators: average
read speed vr and average write speed vw.

Then the total performance indicators of a storage can be
written in the following forms:

vr =

∑
i si| (oi = r)∑

i Δtr
i

, vw =

∑
i si| (oi = w)∑

i Δtw
i

. (2)

The delay time at each stage depends both on the charac-
teristics of the requests listed above and on the configuration
of the storage system (software and hardware):

• number of CPUs available for request processing at
various levels (network service, deduplication),

• amount of RAM available for caching at various
levels,

• storage device queuing depth and so called “disk
policy” – algorithm of a device queue processing.

We use stochastic simulation to obtain the delay time at
each stage of the service request lifetime. Simulation utilities
were implemented using R and Python programming language,
and SimPy simulation frameworkc̃itesimpy.

The output of the simulation results is implemented by
analogy with the output of the fio utility, which is widely
used to test performance of Linux I/O subsystem. The specified
utility allows to get standard integral performance indicators
(throughput and IOPS for read or write operations), and also
a histogram of the service time distribution for I/O operations.

This is the current work, some draft results are presented
in [17].

C. Reliability model

In [9], the first analytical model is proposed for the
estimation of reliability dynamics of RAID arrays built on flash
storage devices. The authors study the problem of wear-out of
a flash disk due to bit errors. One of the main results is the
frequency of errors, which depends on time and increases with
the level of wear-out of a disk. The efficiency of RAID based
on flash disks remains controversial, since parity updates are
increasing the wear-out and bit error rate of devices. In the
mentioned paper, reliability dynamics of a flash-based RAID

is constructed as the solution of a continuous time Markov
chain (CTMC) model. The authors take into account various
parameters and consider Diff-RAID and RAID 5 as examples.

Unfortunately, this article does not provide results for
RAID 6 and RAID 10. In addition, it takes into account only
the increasing rate of sudden failures due to bit errors, but it
does not take into account the probability of RAID controller
or software failure and the probability of disk read errors
during data regeneration on replaced disks, as well as the
average system recovery time (MTTR).

An important consequence of the [9] work is that the failure
rate within one operation (read or write) to a flash disk is
constant, and the arrival of errors can be modeled by a Poisson
process.

Recently, a large number of publications have been devoted
to modeling the reliability of a RAID using Markov chains
[10], [11], [12]. However, the most of these work does not
directly take into account the problem of wear-out.

The basic ideas of the current reliability models for
RAID 0, RAID 5, and RAID 6 are first described in [13],
while [14] of the same authors presented reliability mod-
els for RAID 10 and RAID 01. Mathematical models are
Kolmogorov-Chapman systems of equations for calculating
stationary probabilities describing transitions between states
in a discrete Markov chain.

We modified these models taking into account specifics of
a flash disk, such as wear-out that increases the probability
of device failure. A model with sequential regeneration of
information on replaced disks was considered in a similar way
as in [9].

The input parameters of reliability models are following:

• λ – the failure rate of disks in a RAID (the same for
all disks);

• μ – data regeneration intensity for a disk in a RAID;
• ε – error rate of a disk read URE in a RAID;
• σ – error rate of a hardware platform and software

RAID implementation;
• γ – the intensity of the full recovery of the system

from an emergency state;

.

The output parameters of the models are:

• TF – mean time between failures MTT F;
• KA – availability factor AR;
• TR – average recovery time MTTR.

.

To take flash memory wear-out into account, authors pro-
posed to add the rate of gradual failures due to wearing out
λW to the rate of sudden disk failures λS :

λ = λS + λW (3)

.

This assumption is based on the nature of sudden and grad-
ual failures of a flash disk. Device may fail due to both sudden
(functional) and gradual failure (result of wearing out). In this
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case, the total probability of failure is equal to the probability
of failure either due to wear-out or a random malfunction,
minus the probability of the simultaneous occurrence of these
failures.

Assuming a sudden and gradual failure by events joint
and independent, the total probability of failure of the flash
memory device PFΣ has the form

PFΣ = PFS + PFW − PFS PFW , (4)

where PFS and PFW are the probabilities of a sudden and
gradual failures of a flash disk respectively.

To calculate the output reliability indicators, one have to
evaluate six initial reliability parameters: λS , λW , μ, ε, σ, γ.

The rate of sudden failures λS is estimated based on the
hypothesis of the exponential distribution of failures:

PF (t) = 1 − e
−t

MTT F , t > 0 (5)

In this case, the failure rate is inversely proportional to the
parameter MTT FDIS K – the average time between failures of
any of RAID devices:

λS =
1

MTT FDIS K

(6)

To determine parameter λW , it is necessary to calculate the
time of the total device wear-out:

TT BW =
T BWDIS K (1 − α)

3600 · 1
I

∑I
i=1

(∑i
k=1 sk |(ok=w)

E·(ti−t0)

) = T W
DS S . (7)

where T BWDIS K is a flash disk endurance metric (“Total Bytes
Written”), α – safety factor, E - number of “effective” flash
disks in RAID (depends on RAID algorithm),

∑i
k=1 sk | (ok = w)

– total amount of bytes written.

Suppose that the working time of a flash disk is limited
by the criterion of gradual failures and has an exponential
distribution. Then, from the moment the experiment begins,
when the system time reaches the time value TT BW , the
probability of failure according to the criterion of gradual
failures should become close to 1, and the probability of
failure-free operation, on the contrary, should be near zero.

Using well-known formula for the exponential distribution:

P (TT BW < ti < ∞) = e−λW ·TT BW − e−λW ·∞ = RGF
CR ≈ 0, (8)

where RGF
CR

is the critical value of the probability of failure-free
operation with which the storage system will function for at
least TT BW amount of time.

After applying logarithm:

−λW · TT BW = ln
(
RGF

CR

)
(9)

Therefore,

λW =
−ln
(
RGF

CR

)

TT BW

(10)

Other parameters are given by a device manufacturer (un-
correctable read error rate ε, hardware platform and software
RAID implementation failures σ), or can be estimated using

some expert knowledge (recovering from backup intensity γ,
and data regeneration intensity after a failed device replace-
ment μ). The more detailed description of the reliability model
is given in [16].

D. Cost model

The task of estimating the cost is one of the essential points
necessary to design a data storage system.

Let us define the parts that will be included in CDS S
i

– the
total cost of a storage system ownership:

• CRES
i

– cost of resources, i = 1, . . . , I;
• CH&S

i
– cost of a storage system hardware and soft-

ware, i = 1, . . . , I;
• CS RV

i
– cost of a storage maintenance, i = 1, . . . , I;

(CRES
i

is calculated by the formula

CRES
i = CINT · ti +CELC · ti +CRNT · ti | ti ∈ [t0, tI] , (11)

where

• CINT - payment for Internet, [rub / s];
• CELC - payment for electricity, [rub / s];
• CRNT - rent of premises, [rub / s].

The electricity charge (CELC depends on the consumption
rate CkW

h
, [rub / kWh], the power consumption of a server

platform and each flash disk, as well as consumption of an air
conditioning system:

CELC
i =

CkW
h
· ti

1000 · 3600

(
WCMP + nWS S D +WCLM

)

ti ∈ [t0, tI] ,

(12)

where

• WCMP is power consumption of a server platform,
[W];

• WS S D is power consumption of a single flash disk,
[W];

• WCLM is power consumption of a climate control
system [W].

The cost of a data storage system (CH&S
i

includes the
cost of hardware components CHRD [rubles] and software on
security CS FT [rubles] taking into account the costs of regular
updates of licensed software CLIC [rubles / s], as well as costs
CDES [rubles] for design and software development:

CH&S
i = CHRD +CS FT +CDES +CLIC · ti | ti ∈ [t0, tI] . (13)

Maintenance costs are estimated by the expression

CS RV
i = CADM · ti | ti ∈ [t0, tI] , (14)

where CADM is the cost of setup and support (rubles / s).

As the result, the total cost of a storage ownership CDS S
i

[rub], taking into account the above components, is:

CDS S
i = CRES

i +CH&S
i +CS RV

i | ti ∈ [t0, tI] , i = 1, . . . , I. (15)

Reliability and cost models were implemented using
Python programming language.
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III. Simulation results

In this section the simulation results are presented. We used
a special experimental all-flash storage to perform validation
of the mathematical modesl.

A. Cost model

The largest contribution to the cost is made by a server
platform (chassis, motherboard, processors, memory modules,
network cards, etc.) and disks.

For a computational experiment, the cost of a storage
built on the AIC HA202-PV server platform was taken. AIC
HA202-PV which is two server computers in one chassis with
common power supplies and access to U.2 form factor disks of
NVMe interface. The chassis allows to install a maximum of
24 drives. Network connection of each server computer node
provided by 40G QSFP network interface card. Each computer
has two Intel Xeon Silver 4110 processors and 64GB of RAM.

Assume that the estimated cost of storage in the configu-
ration described above is 1.2 million rubles. The cost of one
flash disk with a capacity of 960 GB is 15000 rubles. Note that
similar calculations for the cost of one drive with 10000 rubles
and 20000 rubles showed approximately the same results.

The cost of maintenance, including payment for electricity
and rent, premises, employees, etc. was not taken into account
due to the fact that the value of these costs can vary greatly
depending on many factors that are not related to the specifics
of a storage area.

The cost of storage by RAID type per terabyte is presented
in table I

B. RAID performance

An experiment is conducted to study effect of the number
of disks on RAID performance. For this, for three RAID types
(RAID 5, RAID 6, RAID 10), the number of devices in the
RAID is varied from 4 to 24 (recall, that available chassis
supports 24 devices maximum).

4 8 12 16 20 24

number of devices, n
0

2

4

6

8

10

12

14

16 GB/s
RAID 6

RAID 5
RAID 10

Fig. 2. Read throughput

Fig. 2 and 3 show dependencies between throughput of a
RAID and the number of devices in RAID.

4 8 12 16 20 24

number of devices, n
0

2

4

6

8

10

12

14

16 GB/s

RAID 5, RAID 6

RAID 10

Fig. 3. Write throughput

The read performance for all types of RAID grows with
grow in the number of devices in an array; data transfer speed
in read mode for RAID 5 and RAID 6 is almost the same.

Read data transfer speed of RAID 10 is lower than that
of RAID 5 and RAID 6. However, even RAID 10 reaches the
network bandwidth hardware limit (40 Gbit/s or 5 GB/s) with
a minimum number of drives.

The behavior of various types of RAID during write
workload is significantly different. Due to the nature of their
design, RAID 5 and RAID 6 actually have write throughput
that is equal to throughput of a single device (about 1 GB/s)
with no dependence on a number of underlying disks. With
RAID 10, write throughput increases and reaches the hardware
limit of the network subsystem for throughput (5GB/s) with
ten drives.

C. Reliability model

The reliability model was simulated with the following
input parameters:

• MTT FDIS K = 1.8 · 106 hours;
• PUER = 1 · 10−16;
• MTTR5 = 31/60 hours (RAID 5 recovery time about

31 minutes);
• MTTR6 = 55/60 hours (RAID 6 recovery time about

55 minutes);
• MTTR10 = 9/60 hours (RAID 10 recovery time about

9 minutes);
• MTTRDS S = 24 hours (empirically, a day for deploy-

ment from the backup);
• MTT ECON = 137592 hours (from public sources,

MTBF for Supermicro SYS-1028U-TR4+ at 20 °C.

Recovery time MTRR after a disk failure for different
RAID levels is obtained experimentally for existing equipment
(1TB NVMe drives, server on AIC HA202-PV platform, Intel
Xeon Silver 4110 processor).

Without taking wear-out into account, reliability is mainly
determined by reliability of the server platform (motherboard,
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TABLE I. Cost of a data storage per terabyte by RAID type

Number
of devices
in RAID

Storage devices
cost, thousands

of rubles

Total cost,
thousands
of rubles

Size
RAID 5

GB

Size
RAID 6

GB

Size
RAID 10

GB

Cost per TB
RAID 5,
thousands

of rubles/TB

Cost per TB
RAID 6,
thousands

of rubles/TB

Cost per TB
RAID 10,
thousands

of rubles/TB

1 2 3 4 5 6 7 8 9

4 60 1260 2881 1920 1920 437 656 656

6 90 1290 4801 3841 2881 269 336 448

8 120 1320 6721 5761 3841 196 229 344

10 150 1350 8642 7682 4801 156 176 281

12 180 1380 10562 9602 5761 131 144 240

14 210 1410 12483 11522 6721 113 122 210

16 240 1440 14403 13443 7682 100 107 187

18 270 1470 16323 15363 8642 90 96 170

20 300 1500 18244 17284 9602 82 87 156

22 330 1530 20164 19204 10562 76 80 145

24 360 1560 22085 21124 11522 71 74 135

processor, memory, power supply) on which a storage is run-
ning. The reliability impact of individual drives is negligible.

With a fixed value of MTBF of a single drive, reliability
of RAID 5 is the most depends on the number of disks in the
array (the more devices, the less time between failures). For
RAID 6 and RAID 10, the effect of the number of devices in
the array is significantly less than for RAID 5.

Fig. 4. Mean time to failure TF for RAID 5 and various MTBF values for
underlying disks (without taking into account wear-out)

Most significantly, reliability of a single drive affects the
reliability of RAID 5. For this type of RAID, decreasing the
reliability of a single drive by 4 times (from 2 ·106 to 0.5 ·106

hours) decreases the time between failures with the maximum
number of disks (n = 24) by 7.7%. For the minimum number
of disks (n = 4) this difference is only 0.2% (see Fig. 4).

For other types of RAID (RAID 6, RAID 10), reliability
impact of a single disk is even less. Decreasing of mean
time between failures with the maximum number of disks for
RAID 6 and RAID 10 is 0.15% and 0.38% (Fig. 5 and 6).

Fig. 7 shows the same simulation results as Fig. 4 - 6, but
using single scale for ease of comparison.

Next, we take MTBF of a separate flash disk of 1.8 · 106

hours.

Fig. 5. Mean time to failure TF for RAID 6 and various MTBF values for
underlying disks (without taking into account wear-out)

Fig. 6. Mean time to failure TF for RAID 10 and various MTBF values for
underlying disks (without taking into account wear-out)

Fig. 8 shows effect of wear-out for medium intensity (1
Gbit/s) write stream.

When taking into account the effect of wear-out, the mean
time before failure (TF) is reduced:
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(a) RAID 5

(b) RAID 6

(c) RAID 10

Fig. 7. Mean time to failure TF for various MTBF values for underlying
disks (without taking into account wear-out)

• RAID 6: for an array of four drives from 137592 hours
without taking wear-out into account up to 135886
hours, taking wear-out into account (by 1.24%), for
24 devices from 137518 to 121912 (by 1.35%);

• RAID 10: for an array of four drives from 137560

4 8 12 16 20 24

n, number of devices
0

20

40

60

80

100

120

T
F

,
th

o
u
sa

n
d
s

o
f
h
o
u
rs

RAID 6, RAID 10

RAID 5

RAID 6 (W)

RAID 5 (W)

RAID 10 (W)

Fig. 8. Mean time to failure TF for MTBF value 1, 8 ·106 hours (taking into
account wear-out)

hours without taking wear-out into account to 86225
hours, taking wear-out into account (by 37.32%), for
24 devices from 137399 to 91352 (by 33.51%);

• RAID 5: for an array of four drives from 137495
without taking wear-out into account up to 55706
hours, taking wear-out into account (by 59.5%), for
24 devices to 19251 (by 85.6%).

Thus, the effect of wear is significant. Next figures are only
given taking wear-out into account.

Consider the behavior of various types of RAID when the
wear-out intensity changes. Wear-out intensity is determined
by the average write speed Mvw. The average write speed,
in turn, is determined by the nature of the workload. For
comparison, three values of Mvw were used: 100 Mbit/s (for
example, when users copy files over the Internet), 1 Gbit/s
(for example, a video surveillance system with a large number
of high-resolution cameras), 10 Gbit/s (copy large amounts of
data in the data center).

Fig. 9. Mean time to failure TF taking wear-out into account for write speed
Mvw = 0.1 Gbit/s

The Fig. 9 shows the behavior of various types of RAID at
a low level of wear-out (average write speed of 100 Mbit/s).
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With a minimum number of disks (n = 4), the mean
time between failures is from 137552 hours for RAID 6 to
124757 hours for RAID 5. When the number of disks grows
to the maximum (n = 24), the mean time between failures
for RAID 6 and RAID 10 vary slightly (1% and less than 1%,
respectively). At the same time, the average MTBF of RAID 5
is dropped by noticeable 36%.

Fig. 10. Mean time to failure TF taking wear-out into account for write
speed Mvw = 1 Gbit/s

The Fig. 10 shows the behavior of various types of RAID at
an average wear-out intensity (average write speed of 1 Gbit/s).
With a minimum number of drives (n = 4) MTBF ranges from
135886 hours for RAID 6 to 55706 hours for RAID 5. With
the increase in the number of disks to the maximum (n = 24),
the mean time between failures RAID 6 decreases by 10%,
while RAID 10 increases by 6%. The MTBF of RAID 5 is
dropped by 66%.

Fig. 11. Mean time to failure TF taking wear-out into account for write
speed Mvw = 10 Gbit/s

Fig. 11 shows the behavior of different types of RAID at
high wear-out intensity (average write speed 10 Gbit/s). With
a minimum number of drives (n = 4) MTBF is between 24732
hours for RAID 6 to 2322 hours for RAID 5. With the increase
in the number of drives, the mean time between failures of
RAID 6 increases and reaches 33667 hours with six drives,

after which it decreases to 23284 hours with 24 drives. The
average time between failures of RAID 10 with an increase
in the number of disks increases almost twice (from 8230 to
17648 hours). For RAID 5, the mean time between failures
decreases from 2322 to 1450 hours, which is 16 times less
than the time of RAID 6 with the same wear rate of Mvw = 10
Gbit/s and a comparable size.

Modeling showed that for 24 disks the MTBF taking into
account wear-out RAID 6 is 33% longer than for RAID 10.
RAID 5 significantly behind RAID 6 and RAID 10.

D. Cost and reliability

Fig. 12 illustrates the results of combining two models: cost
and performance. Lines marked “C” shows total cost of storage
per Terabyte per year, where storage cost is the result of cost
model, and maximum storage time is the result of reliability
model (lines marked “D”).

Obviously, the cost of storage per year significantly de-
pends on the nature of the workload, storage size and RAID
type. When using a small number of disks (4-5), the unit cost
is significant. When storage size increases from 1 to 5 TB,
cost per Tb per year decreases by more than 2 times. With an
increase in the wear rate to the maximum (average recording
speed of 10 Gbit/s), the specific storage cost increases sharply.
Lowest cost can be achieved using RAID 6.

IV. Conclusion

In this paper the mathematical models of performance,
reliability and cost are presented. We provide the simulation
results using these models. The simulation results show that
the best value of cost and reliability are obtained using
RAID 6; the worst – using RAID 5; RAID 10 is somewhere
in intermediate position.

The maximum possible size for RAID 10 is half the
maximum capacity for RAID 5 and RAID 6. It is also seen
that from the point of view of the cost of storage per TB is
inappropriate but use storage to store small amounts of data.
Write speed higher that a single disk write speed is possible
only with RAID 10.

Our further work is improvement of the models to apply
for development of smart sensor systems in Internet of Things
environments. All-flash data storage is used to maintain sensed
data locally, which come from multiple sources. Effective
strategies for operation multi-source sensed data are required.
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