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Abstract—At first, we aimed at comparing the only two Intel-
ligent Personal Assistants (IPAs) that support Arabic language,
namely Siri of Apple and Salma of Mawdoo3. We compared
them according to two features concerning the given answers: 1)
Correctness and 2) Naturality. During our evaluation, we found
out that both IPAs have a shortcoming that is present for other
languages as well. This shortcoming is their inability to take into
consideration the contextual information derived from consequent
questions. To address this shortcoming, we propose a model
that improves the naturality of an IPA without downgrading the
correctness of its answers.

I. INTRODUCTION

The foundation for Intelligent Personal Assistants (IPAs) as
we know them today was the IBM Simon 1994 [1]. After that
Siri of Apple was introduced as a novel feature acts as an IPA
on iPhone 4s, precisely on Oct., 4th 2011 [2], [3].The authors
of [4] present an overview of Siri as an IPA to illustrate the
evolution in man-machine interaction. They mention the major
features of the IPAs: 1- easiness of interaction 2- flexibility
and 3- simplicity. Emphasizing that voice-based interaction
is the easiest way for interaction because of its simplicity,
flexibility and does not need cognitive efforts. However, IPAs
still have some constraints in use such as the complexity in
human speech and the varying context. That’s why all available
IPAs until now are used for specific description. However
the industry of IPAs was accelerated and several IPAs were
launched into the market.

The most common IPAs are Cortana of Microsoft [5],
Alexa of Amazon [6], and Google Assistant [7]. In [8] a review
of applying voice based personal assistants to bridge the gap
of interaction between real and physical worlds is provided.
Regarding Siri for instance, it applies the deep learning in
AI that helps to monitor user activities to provide some
personalized recommendations. The authors of [9] argue that
AI along with machine learning has many areas to be propelled
in, such as cognitive and learning sciences, game design,
psychology, etc. Nowadays the market of IPAs witnesses a
giant evolution since the value of an IPA can be expressed
money wise. The authors of [10] and [11] agreed that the
market volume of the IPAs industry will exceed the threshold
of $2 billion by 2020. Moreover, the authors of [12] and [13]
were even more optimistic about the predicted market share for
the IPAs since it is estimated to reach $4.6 billion in less than
a year from now. In addition [14] mentioned that the number
of IPAs users may reach 1.8 billion in 2021 in an amount
of increment more than $1.4 billion in comparison with the

number of users in 2015. This would increase the revenues to
be $15.8 billion instead of $1.6 billion in 2015. However the
authors of [10] suggested some concerns about IPAs related
to the matters of security and privacy. Such risks critically
affect the reliability and trustworthiness of the IPAs. Hence the
authors of [15] proposed an architecture to enhance the user
guide interaction with the IPAs to deliver the right request and
its appropriate response. Even though the IPAs were discussed
in a wide range of research papers that covered, almost, all the
aspects related to them, the way how IPAs support and deploy
Arabic language interactions wasn’t discussed properly.

The authors of [16] present a comprehensive review to
provide a concrete basis for any future research related to IPAs.
They believe that, despite the fact about the researches of IPAs
are multidisciplinary, the core of IPAs is that they are nothing
but smart machines that combine several techniques to sense
and influence the environment. Hence this paper identified the
functional principles and research domains that are promising
for the future researches in this field. Taking into consideration
that [16] introduced a review for any future research related
to IPAs.

In this paper, we discuss two IPAs, Salma of Mawdoo3 and
Siri of iPhone since they are the only known IPAs that support
Arabic language conversations. We noticed that both IPAs
had a common shortcoming related to their lack of handling
the conversation context. Note that several researchers use
the term context to express the physical/emotional/functional
attributes of the surrounding environment including the users.
More precisely, context is defined as any information used
to describe the situation of any object relevant to the user-
application interaction [16]. For example, the context may
be referred to the light illumination level of a room [17],
anticipated or current actions of users [18], [19], and [20].

In this research, by context we mean: the semantic frame
of a conversation. Furthermore, the term context is used for the
same purpose we have in this paper [21]. Therefore, we use the
term conversation frame to avoid any ambiguity with another
usage of the term context. Henceforth we use the term frame
to refer to our definition of context. As mentioned before, we
consider the only two IPAs that support the Arabic language
for conversations.

We start this as a comparative study on the performance
of Salama and Siri in the Arabic language. We performed the
comparison according to two features: 1) Correctness and 2)
Naturality of the IPAs answers. We adopted these concepts
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from [22]. For abbreviation, we call both features together:
Properness. To perform our comparison, we designed a ques-
tionnaire of 9 weather-related questions being the common
topic that both IPAs promote their ability to answer weather-
related questions. We asked both IPAs the 9 questions, and
then asked 12 participants to answer a 5-point paper-based
Likert-scale questionnaire to evaluate the properness of each
IPA. Then, we analyzed the questionnaire results, and we
found a common limitation in both IPAs. The limitation is
summarized by the inability to keep track of the conversation
frame in subsequent questions. Finally, we propose a model to
address this limitation, i.e., handle conversation frame through
subsequent questions. The latest is the main contribution of
this paper, this paper introduces two novel contributions: 1) we
claim to be the first to introduce such a model that improves
the properness on any IPA regardless the language, natural
language processing modules, and deployed frameworks. 2)
this research is the first one to evaluate IPAs that support
the Arabic language that is the fifth world-wide language in
number of speakers according to the Swedish encyclopedia
with almost 300 million speakers in 2007 [23].

The rest of this paper is organized as follows: In Section II
we give more details about our evaluated systems. The eval-
uation methods and results will be presented in Sections III
and IV respectively. Section V introduces the proposed oper-
ational model to handle conversation frame, and we conclude
in Section VI.

II. EVALUATED SYSTEMS

In this section, we describe the evaluated IPAs in this paper.
Siri is an intelligent personal assistant that was released in 2010
and dedicated to the iPhone devices only. It provides a variety
of functions that controls the host device and provides users
with a range of services. Similarly, Salma is an intelligent
personal assistant that is designed to be an Arabic version
of Siri of iPhone and Alexa of Amazon. Salma is currently
redesigned voice-based Arabic interface service for businesses
in various sectors such as telecommunication and electronics
. . . etc. Table I below provides a summary about the IPAs
under consideration.

TABLE I. SUMMARY OF IPAS

IPA Manufacturer Release Date Supported Languages
Salma Mawdoo3 2018 1 (Arabic)

Siri Apple 2010 20 (Includes Arabic)

III. EVALUATION METHODS

In this section, we describe our evaluation methods. First,
we noticed that both IPAs (Siri and Salma) promote their
ability to answer weather-related questions. Being the only
intersection between them, we decided to examine them based
on it. To that end, we came up with 9 questions. The original
Arabic questions are shown in Table II along with the English
translation for each one of them.

As mentioned in section I, for our evaluation we use two
quality concepts for a given answer, namely: Correctness and
Naturality. An answer is correct if it is right, e.g., if the
question is: “what is the capital of England?”, then “London”

TABLE II. EVALUATION QUESTIONS IN ARABIC AND THEIR ENGLISH

TRANSLATION

Q1 
    

What is the weather?

Q2 
    

What is the wind speed?

Q3 
    

What is the temperature?

Q4 
    

What is the humidity?

Q5 
      

What is the weather in Abu-Dhabi?

Q6 
 )     ( 

What is the weather tomorrow? (in Abu-Dhabi)

Q7 
   )      ( 

What clothes do you recommend me to wear?  
(in Abu-Dhabi tomorrow)

Q8 
   )    ( 

Suggest suitable places to visit.  
(in Abu-Dhabi tomorrow)

Q9 
 )     ( 

Could I swim next week? (in Abu-Dhabi)
 

is a correct answer, while “Rome” is not. On the other hand, an
answer is natural if it is delivered in a human-like fashion. For
example, for the same question above, the answer “London”
is natural, but the answer “London is located in England”
is not. Naturality is more of a subjective (feeling) criterion
that cannot be easily measured. Therefore, we later rely on a
questionnaire by which different people measure the naturality
of the IPAs covered in our study. In reference to Table II, note
that to answer the first five questions properly (correctly and
naturally), any assistant (machine or human) should answer a
question according to the current time and location (current
frame) unless it is explicitly given (uttered in the question).
(Therefore, we later call the first five questions Direct Ques-
tions). Whereas for the remaining four questions (Q6 – Q9),
the assistant should take into consideration some contextual
information, e.g., to answer the sixth question properly, the
assistant should consider that the location is Abu-Dhabi, since
the previous question explicitly asks about the weather in
Abu-Dhabi. Moreover, in the seventh question, the assistant
should take into consideration that the time was changed in the
previous question (Q6) and keep the location intact, i.e., Abu-
Dhabi, since no explicit change for the location is mentioned
after Q5.

Generally speaking, to answer any question properly an
assistant should take into consideration a frame that is com-
posed of three components: subject, location, and time. For
example, the frame of question 1 is (weather, here, now), such
that for subject=weather, location = here (the current location
of the assistant host device), and time= now (the current time
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of the assistant host device). TableIII tracks the frame changes
through questions Q1 - Q9. Later in Section IV, we present a
concrete operational model to handle frame.

TABLE III. FRAME CHANGES

No. Frame Explicit/ Implicit
Subject Location Time

Q1 weather here now Explicit Frame

Q2 wind-
speed

here now Explicit Frame

Q3 temperature here now Explicit Frame

Q4 humidity here now Explicit Frame

Q5 weather Abu-
Dhabi

now Explicit Frame

Q6 weather Abu-
Dhabi

tomorrow Implicit Location
(based on previous
frame from Q5)

Q7 clothes Abu-
Dhabi

tomorrow Implicit Location and
Time(based on previ-
ous frame from Q6)

Q8 visiting-
places

Abu-
Dhabi

tomorrow Implicit Location and
Time(based on previ-
ous frame from Q7)

Q9 swimming Abu-
Dhabi

next-
week

Implicit Location
(based on previous
frame from Q8)

According to Table III, we classify our questions into two
categories: 1) Direct Questions (Q1-Q5) that have explicit
frame changes caused by the current question itself. 2) Contex-
tual Questions (Q6-Q9) that have implicit contextual changes
caused by previous question(s). Hence, it is possible to say
that: frame immigrates over questions unless an explicit change
is enforced. After the preparation of our 9 questions, we started
our experiment such that one of the researchers asked Siri and
Salma to answer the questions in two different sessions using
the same voice tone and pace. As a hosting device, we used
iPhone 6s plus, and we recorded each session separately using
iPhone 5s. Then, we uploaded the recorded videos on YouTube
under the URLs shown in Table IV. (We have not used a URL
shortener to preserve the privacy of our readers).

TABLE IV. URLS FOR RECORDED SESSIONS

Siri session https://www.youtube.com/watch?v=aFHXUYe1a-w

Salma session https://www.youtube.com/watch?v=FmGxyQjUeNo

Once we prepared the two videos, we asked 12 partici-
pants familiar with smartphones applications (average age=30,
StaDev ± 8, females = males = 6) to answer a 5-point paper-
based Likert-scale questionnaire about the correctness and
naturality of the answers given by the tested IPAs to our 9
questions. We recruit the participants according to personal
communications with colleagues, friends, and family. Two of
the participants hold a PhD degree, and the rest hold a BSc/
BA degrees. We present the results of the evaluations in the
next section.

IV. RESULTS

In this section, we present the results of the evaluation
that we described above. As mentioned earlier, the evaluation
method was a questionnaire that consists of 9 questions. Each
of the questions has a 5-point Likert-scale. We asked each
participant to watch the videos that were uploaded on YouTube
(see Table V), and then fill the questionnaire accordingly.
The participants were allowed to pause, rewind, and replay

TABLE V. QUESTIONNAIRE RESULTS

Salma-Correctness

No. All Females Males

Q1 4.75 4.83 4.67

Q2 2.58 2.33 2.83

Q3 4.25 4.17 4.33

Q4 2.08 2.33 1.83

Q5 4.67 4.67 4.67

Direct AVG 3.67 3.67 3.67

Q6 3.17 3.50 2.83

Q7 2.08 2.50 1.67

Q8 1.58 1.83 1.33

Q9 2.08 2.33 1.83

Contextual AVG 2.23 2.54 1.92

Difference 1.44 1.13 1.75

Siri-Correctness

No. All Females Males

Q1 4.67 4.67 4.67

Q2 4.67 4.67 4.67

Q3 4.67 4.83 4.5

Q4 4.42 4.67 4.17

Q5 4.17 4.17 4.17

Direct AVG 4.52 4.60 4.43

Q6 2.75 3.33 2.17

Q7 1.50 1.67 1.33

Q8 2.25 2.50 2.00

Q9 2.42 2.67 2.17

Contextual AVG 2.23 2.54 1.92

Difference 2.29 2.06 2.51

Salma-Naturality

No. All Females Males

Q1 4.58 4.50 4.67

Q2 2.83 2.33 3.33

Q3 4.08 3.83 4.33

Q4 2.58 2.33 2.83

Q5 4.42 4.00 4.83

Direct AVG 3.70 3.40 4.00

Q6 3.58 3.67 3.50

Q7 2.50 2.33 2.67

Q8 1.83 1.33 2.33

Q9 2.83 3.00 2.67

Contextual AVG 2.69 2.58 2.79

Difference 1.01 0.82 1.21

Siri-Naturality

No. All Females Males

Q1 4.25 4.33 4.17

Q2 4.17 4.33 4.00

Q3 3.50 4.00 3.00

Q4 3.50 4.17 2.83

Q5 3.25 3.33 3.17

Direct AVG 3.73 4.03 3.43

Q6 3.00 3.50 2.40

Q7 1.50 1.33 1.67

Q8 2.83 3.17 2.50

Q9 2.83 3.00 2.67

Contextual AVG 2.54 2.75 2.31

Difference 1.19 1.28 1.12

the videos as they wish in order to answer the questions
conveniently.

Henceforth we follow this order: First we present the
results of correctness for the direct questions, then the results
of correctness for the contextual questions. After that, we
present the results of naturality in the same manner. Finally,
we take the gender of each participant into consideration.
Table V summarizes the results of the evaluation. The table
illustrates the averages of the direct and contextual question
answers separately. The last row shows the differences between
the averages, which provide a better understanding of the
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performance of the IPAs with respect to correctness, naturality,
and participants’ gender. Note that we use the averaging of
discrete Likert-scale score to indicate differences between
different systems and groups, and we have not used them in
any mathematical computations.

A. Correctness Remarks

For direct questions (Q1 – Q5), Siri scored better than
Salma (4.52 to 3.67). However, in contextual questions, both
assistants’ scores dropped to reach a draw at 2.23. This implies
that the amount of “loss” for Siri was greater than that one
of Salma. In general, neither assistant detected the frame
change in the contextual questions. Fig. 1 depicts the results
on correctness.

Fig. 1. Correctness Results

B. Naturality Remarks

For direct questions, Siri has a slight advantage over Salma
(with 0.03). However, in the contextual questions, the amount
of “loss” of Siri was greater than that one of Salma. An
interesting remark here is that, with respect to naturality
feature, the performance of Salma over contextual questions
was better than that one for Siri, i.e., Siri scored 2.54 and
Salma scored 2.69. Fig. 2 illustrates the naturality results.

Fig. 2. Naturality Results

C. Gender-based Remarks

For the correctness of Salma answers for direct questions,
we don’t notice a correlation between the results and the
participants’ gender (the Direct AVG is 3.67). However, for
contextual questions, males are less satisfied than females
(Contextual AVG is 1.92 for males compared to 2.54 for
females). On the other hand, the correctness of Siri answers
for both types of questions is more satisfying for females than
for males. Fig. 3 shows the gender-based results for Salma’s
correctness.

Fig. 3. Gender-based Results for Salma Correctness

Fig. 4. Gender-based Results for Salma Naturality

In comparing the two IPAs, the amount of Siri’s “loss” in
the correctness of contextual questions is greater than that one
of Salma, i.e., the average score for the correctness of Siri
for direct questions is: 4.60 for females, and 4.43 for males,
while the average score for the correctness of Siri in contextual
questions is: female=2.54, males=1.29 with amount of “loss”
2.06 for females, and 2.51 for males. Whereas, the amount of
loss for Salma is: 1.13 for females and 1.75 for males. Thus,
the deviation of Salma is less than that one of Siri. Fig. 4 shows
gender-based results for the naturality of Salma. While Fig. 5
and Fig. 6. show the gender-based results for the correctness
of and naturality of Siri respectively.

In general, the assistants are able to satisfy females more
than males except in the case of Salma naturality, i.e., for direct
questions females score is 3.40 compared to 4.00 for males,
and in contextual questions, females score is 2.58 compared
to 2.79 for males. Despite that, the fall of males’ satisfaction
after contextual questions is greater than that one for females
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Fig. 5. Gender-based Results for Siri Correctness

Fig. 6. Gender-based Results for Siri Naturality

(1.21 to 0.82). It is crucial to emphasize that: the failure to
detect frame change has negatively affected the performance
of both IPAs.

V. FRAME MODELLING

The major result we notice from the previous section is
that: there is a shortcoming in frame handling in both IPAs,
i.e., IPAs fail to keep track of conversation frame through
subsequent questions. This is shown by the fact that the
Contextual AVG is down below the Direct AVG (cf. Table V).
We also noticed that: this shortcoming is partially present in the
English version of Siri as Salma has only an Arabic version.

Therefore, we propose a model to improve the answer-
properness for any IPA (answer correctness and naturality).
To that end, we use the term conversation to call a sequence
of questions from the user of an IPA and answers/responses
from the IPA to the given question. For any IPA, to improve its
properness when answering a question, the IPA should main-
tain a conversation frame that keeps track of the information
flow through questions.

A conversation frame (henceforth a frame) should con-
tain information about the subject, location, and time. More
precisely, a frame Fi is a tuple (Si, Li, Ti) where Si is
the subject of Fi, Li is the location of Fi, and Ti is the
time of Fi. For formalities, one can refer to them as sub-
ject(Fi), location(Fi), and time(Fi) respectively. We extend
these projectors to questions and say subject(Qj) to denote
the subject of the jth question Qj, and the same applies for

location(Qj), and time(Qj). In case that a certain question Qj
has no mentioning for a specific subject, location, or time, then
we use the generic value NULL (with some data-type abuse
with an apology to the type-restricted audience). For example,
let Qj= “How is the weather?”, then subject(Qj) = weather,
and location(Qj)=NULL, and time(Qj) = NULL. To answer a
question (say Qj to denote the jth question) properly (correctly
and naturality), an IPA should maintain two frames:

1) a pre-frame denoted by Fj and represents the frame
before questioning Qj, i.e., before the user utters
her/his question.

2) a post-frame denoted by φj and represents the frame
after questioning Qj, i.e., after the user utters her/his
question.

In general, we define a global initial frame F1 = (USER,
HERE, NOW), where USER is the user of the IPA hosting
device, HERE is the current location, and NOW is the current
time according to the host device. Moreover, φj=Fj unless
Qj has a subject, location, or time different than subject(Fj),
location(Fj), and time(Fj) respectively. More precisely, we
have subject(φj)= subject(Qj), location(φj)=location(Qj), and
time(φj)=time(Qj). Now we come to the operational part of
frame update in a conversation. For any given question Qj, we
have:

• Fj=φj-1

• if subject(Qj) = NULL then subject(φj) = subject(Fj),
otherwise subject(φj) = subject(Qj)

• if location(Qj) = NULL then location(φj) = loca-
tion(Fj), otherwise location(φj) = location(Qj)

• if time(Qj) = NULL then time(φj) = time(Fj), other-
wise time(φj) = time(Qj)

In this way, we update the frame only if there is an
update for any of its parts in the question utterance; oth-
erwise, we keep the frame as is (the same as the previous
question). As an example, let us run our model on the
conversation (sequence of questions) listed earlier in Table II
and keep track of have an example in which we apply.

j Fj (pre-frame) φj (post-frame)
1 (USER, HERE, NOW) (weather, HERE, NOW)
2 (weather, HERE, NOW) (wind-speed, HERE, NOW)
3 (wind-speed, HERE, NOW) (temperature, HERE, NOW)
4 (temperature, HERE, NOW) (humidity, HERE, NOW)
5 (humidity, HERE, NOW) (weather, Abu-Dhabi, NOW)
6 (weather, Abu-Dhabi, NOW) (weather, Abu-Dhabi, tomor-

row)
7 (weather, Abu-Dhabi, tomor-

row)
(clothes, Abu-Dhabi, tomor-
row)

8 (clothes, Abu-Dhabi, tomor-
row)

(visiting-places, Abu-Dhabi,
tomorrow)

9 (visiting-places, Abu-Dhabi,
tomorrow)

(swimming, Abu-Dhabi, next-
week)

In implementation, the two frames can be handled with a
single object that is updated each time a question is asked
by a user and before its getting answered by an IPA. As
explained above, the pre-frame is the result of answering a
sequence of previous questions. In the case of the very first
question we have F1 (the initial frame). Implementation wise,
a conversation can be bounded by the start and end of a
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question/answer session. Assume a person p wants to ask
her/his assistant about n different features: f1,..., fn concerning
a location l on a certain date d such that: l and d are not the
current location and date, then p needs to ask n questions of
the form:

Q1: What is f1 of l on d?

Q2: What is f2 of l on d?

. . . . . . .

. . . . . . .

Qn: What is fn of l on d?

Notice the amount of redundancy in questions Q2,...,Qn (de-
noted by underline). Note that in a natural conversation,
such redundancy is neither needed nor comfortable. Note that
adding “auxiliary” words such as “there” and “that time” will
help the assistant to maintain some sort of context, but this is
neither comfortable nor natural.

In our model, we avoid such redundancy by preserving a
frame for each conversation. In our model, p needs to ask Q1
as is, but for the rest of the conversation: questions Q2, ..., Qn
will be reduced by omitting the underlined part of each of them
(our model keeps track of l and d as long as no changes occur
to cause otherwise). Moreover, our model is very general and
covers a vast range of conversations since subject, location,
and time features are essential in almost any conversation.
Hence, we do claim that: our model improves the naturality of
the conversation without downgrading the correctness of the
answers.

Finally, this model is generalizable to other features for
different types of conversations. For example, some possible
features to extend our model are the intent to capture the
purpose of the question such as requesting information or
issuing an order. Another feature may be the sentiment i.e.,
the emotional attitude of the user. A simple yet generic
implementation of such model can be achieved by preserving
a conversation frame in the form of a list of attribute-value
pairs.

An alternative to our model could be a model that enables
the IPA to respond with a clarification question. So in our
case, if the user asks about the weather, the IPA can answer
by a question about the time. After the user answers the time
question, then the IPA can issue another question about the
location. For example, let us have this conversation:

USER What is the weather?

IPA In which time you want me to answer?

USER now

IPA In which location you want me to answer?

USER here.

Of course this example is some how extreme, but this only
to show how bizarre it would be to deploy a model that does
not have any initial frame values and that does not follow any
conversation frame. However, this method of responding to a
question by a question may be a solution in case of what we
refer to by blur questions. A blue question is that question that

is ambiguous and can not be answered normally unless some of
its ambiguity is clarified. For example, a question like “what’s
up?” are blur questions. In such case, we suggest that the IPA
answers with an option of two: 1) An IPA can use a standard
general answer such as “Not too bad!” as exemplary answers
to the exemplary blur questions above respectively. 2) An IPA
replies with a question to clarify the given blur question. In
this case we may need an interrupting frame structure to handle
such a situation. (interrupts and frame-switching mechanisms
may inspire a solution). Worthy mentioning that the tested IPAs
answer such questions by stating their failure to understand
the given blur question. Before concluding, and aside from
conversation frames, we want to point out some remarks about
the two IPAs:

• Both IPAs needs improvement on language basis, i.e.,
the authors have notices several problems is cases,
phonetics, and diacritics. In many cases such issues
are tolerable, but this is not the general case. However,
this venue is out of the scope of this research.

• In certain cases, both IPAs respond with showing
(not uttering) a result of a web search for the given
question. In this case, Salma is restricted to give
an answer from mawdoo3.com website, while Siri
conducts a general web search.

VI. CONCLUSION

Siri of Apple and Salma of Mawdoo3 are the only two
IPAs that support the Arabic language. More precisely, Salma
supports only the Arabic language. While Siri supports several
languages including Arabic, and English. We started this study
as a comparative study on the performance of the two IPAs in
Arabic language. We selected two features for this comparison:
correctness and naturality of the given answers to measure the
properness of a given answer.

To perform our comparison, we designed 9 questions based
on the weather being the common topic that both IPAs promote
their ability to answer weather-related questions. We asked the
IPAs the 9 questions, and we recorded a questioning answering
session for each IPA. We uploaded the recorded videos on
YouTube and asked 12 participants to answer a 5-point paper-
based Likert-scale questionnaire to evaluate the properness
of each IPA. We analyzed the questionnaire results, and we
found out a common limitation in both IPAs. The limitation is
summarized by their inability to keep track of the conversation
frame in subsequent questions. Finally, we propose a model to
address this limitation, i.e., handle frame through subsequent
questions.

The next step of this research is to implement the proposed
frame-handling model in order to compare it with existing
IPAs. An implementation will facilitate a quantitative mea-
surement of the effect of our model on the properness of
IPA performance. We expect that such a study will prove a
significant improvement in the properness of IPAs without
neglecting the possibility of finding some limitations in our
model that would be interesting to address. One can use
existing tools/frameworks like Sphinx of CMU to carry out
such implementation. Another potential future work can be
extending this comparative study to cover more tools and
languages.
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An interesting extension of this work is testing other IPAs
in terms of correctness and naturality. Adding more questions,
asking more participants, and using better statistical tools and
measures to demonstrate reliable differences among IPAs and
users’ groups could be also another venue for future work.
Finally, a linguistic study will be very crucial to address
evaluate such systems from linguistic point of view.
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