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Abstract—We provide a corpus consisting of 6,000 posts of
German food delivery services from five brand pages on the online
social network Facebook. The brand pages include Call a Pizza,
Deliveroo, Domino’s, Lieferando, Mundfein and Smiley’s. A
group of social media marketing experts annotated each post with
one or more topic labels from eleven marketing related categories
describing its content. Additionally an assessment on the success
of the social media post is provided as a binary label. The inter-
rater reliability over all annotators according to Fleiss’ Kappa is
0.4835 for the topics and 0.6674 for success. Furthermore, baseline
measurements with machine learning based text classification
with an F1-score up to 0.7173 are presented as a first experiment
on this new corpus. The data set of the corpus on German topic
classification and success (GTCS6k) is publicly available here:
https://ccwi.github.io/corpus-gtcs6k

I. INTRODUCTION

Online social networks are a medium that has experienced
enormous popularity in recent years and is now used by a
tremendous number of users. As a result, many companies
have adopted it as an additional marketing channel, they use
to operate brand pages to inform their customers about their
company, products and services. The campaigns created for
this purpose consist of several posts, where each of them is
causing considerable expense in terms of costs and working
time.

As a consequence, these companies want to determine
whether their investments lead to the desired output. For this
purpose, they would like to know for each single post they
publish whether it will be successful or not. The success
of a post can be measured by how it is perceived by the
readers of the page. A strong indicator of this is the way the
readers of the page interact with the post. Facebook gives users
the ability to interact with posts in several ways. Users can
leave different reactions, create a comment or share the post.
Successful posts can be identified by the fact that they are
often shared, receiving almost only comments with positive
sentiment and predominantly positive reactions (like, love,
wow, haha) while bad ones (angry, sad) are very rare. The
goal of every company is to create as many successful posts
as possible and avoid less successful ones. But in order to be
able to create successful posts, the reasons for success must
be determined. Success depends on many factors, whereby
the topic plays an important role. However, the topics and
contents that lead to successful posts can vary from company to
company. Important characteristics are the company’s industry,
the demographics of the target group and the language of
communication.

In order to evaluate the success of posts in relation to their
topics, annotated posts are needed that classify the content of
a post according to its topic and evaluate its success. There are
many corpora with posts from social networks that have been
annotated according to aspects like sentiment of comments [1,
2] or signs of hate speech [3]. However, to the best of our
knowledge, there is no publicly available corpus with posts
annotated according to their topic and success.

We have therefore created a new corpus consisting of
Facebook posts from the food delivery services sector in
Germany. The posts belong to six of the industry’s most
important brands and are in German language. The annotation
was done by a group of social media marketing experts who
annotated each post according to topic and success. To annotate
the topic, the experts worked out a list of 11 topical classes
of corporate communication. Each post was assigned one or
more of these topical classes, which best describe its content.
Success, on the other hand, was classified into successful and
not successful, taking into account the formal markers such as
user reactions but also the content, sentiment and context of
the comments.

The corpus offers the possibility to examine the success
of posts depending on their topic. Our goal is to develop
a framework that can evaluate the success of a post and
even predict the potential success of a new post before it is
published [4]. However, we believe that the corpus can also
be useful for other applications in natural language processing
(NLP) and classification. This is why we have decided to make
the corpus publicly available to the scientific community.

In this paper, we make the following contributions:

• We propose a methodology to annotate social media
posts (section II) and describe the actual annotation
process (section III).

• We provide a first baseline for a text classification of
the posts by the topical categories, including natural
language processing and different algorithms (sec-
tion IV).

• We make the annotated corpus publicly available for
research purpose (section VI).

II. DATA SET

The corpus presented in this work consists of 6,000 posts
from Facebook. The posts come from six of the most important
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brand pages of the food delivery services industry in Germany
and are written in German. Among the pages are Call a Pizza,
Deliveroo, Domino’s, Lieferando, Mundfein and Smiley’s. The
focus of the corpus lies on the content of the posts published
by the companies on their pages. Each post has an ID, the post
text, a publication date and other media associated with it, such
as images, videos and links. In addition, there are interactions
created by users, such as comments, reactions (like, wow, etc.)
and shared posts.

The posts were annotated by a group of five experts who
rated the success of a post as either successful or not successful
and assigned one or more out of a total of 11 topical classes
that best describe the content. All of the data mentioned above
are part of the corpus that we make available to the scientific
community. The details and requirements for the use of the
corpus are described in section VI.

In the following sections we describe the procedure for
the creation of the corpus. First, we give an overview of
the annotation process, which is divided into several phases
(section II-A). We then describe the classes used in the
annotation process, which include success and the 11 topical
classes (section II-B). Finally, in section II-C, we discuss the
calculation of the inter-rater reliability, which measures the
consistency of the experts in the annotation of posts.

A. Annotation process

The annotation process consists of three consecutive
phases. During Phase 1, the experts were prepared to create a
common understanding of the annotation process. The experts
reviewed several posts and familiarized themselves with the
classes that had to be annotated. Subsequently, the goal of
Phase 2 was to ensure that the experts actually annotate
according to the same rules. For this purpose, the agreement
of the experts in the annotation was determined by calculating
an inter-rater reliability. Phases 1 and 2 thus represented two
training phases, hence their results were rejected. Finally,
in Phase 3 further posts were annotated, that represent the
productive part of the corpus.

B. Classes to annotate

During the annotation, the experts assessed two aspects
of a post, its success and the topic. Success depends on
the perception of the post by the users and can be rated as
successful or not successful. The topic, on the other hand,
describes the content of the post. Since it can have several
topics at the same time, one or more topics can be chosen that
best describe the content of the post. The following eleven
topical classes, developed by the experts, were available for
selection:

1) Product / Service: Product launch, preview, review
2) Event / Fair
3) Interactions: Contest, survey, question
4) News: News from the environment
5) Entertainment: Memes, jokes, virals, contests
6) Knowledge: Tip, expertise, insight, case study, FAQ,

research
7) Recruiting / HR: Employee feature, interview, testi-

monial, job advertisement
8) Corporate social responsibility (CSR)

9) Advertising / Campaign: Testimonial, discounts, lead
generation

10) Sponsoring
11) Other: None of the above categories

C. Inter-rater reliability

A common method to calculate the agreement of annotators
during annotation is to let the same documents be evaluated by
all annotators and then compare the results. The quality of the
agreement can then be calculated by an inter-rater reliability.

A well known measure for the inter-rater reliability is
Cohens Kappa [5], shown in eq. (1). It computes the observed
match between two annotators P̄ as well as the probability for
an agreement based on chance P̄e and from this it calculates
the agreement κ. The height of the kappa value is thereby a
measure for the quality of the annotation. An interpretation of
the kappa value by Landis and Koch [6] is given in Table I.

κ =
P̄ − P̄e

1− P̄e

(1)

TABLE I. INTERPRETATION OF KAPPA [6]

Kappa Statistic Strength of Agreement

< 0.00 Poor

0.00 − 0.20 Slight

0.21 − 0.40 Fair

0.41 − 0.60 Moderate

0.61 − 0.80 Substantial

0.81 − 1.00 Almost Perfect

However, Cohens Kappa has a major disadvantage. If there
are three annotators instead of two, three kappa values for
the three different combinations of the annotators can be
calculated, however, a simple aggregation of these values to a
single value is not possible. This drawback is solved by Fleiss
Kappa [7], which represents a single kappa value that can be
calculated with two or more annotators.

As Cohens Kappa, Fleiss kappa is calculated with eq. (1),
whereby the probabilities are defined differently as illustrated
by P̄ in eq. (2) and eq. (3) as well as P̄e in eq. (4) and eq. (5).
Let N represent the number of subjects, which in our case is
the number of posts, while n is the number of annotations per
subject, and k is the number of categories. The subjects are
indexed by i = 1, 2, . . . N and the categories by j = 1, 2, . . . k.
Hence, nij is the number of annotators who assigned the i-th
post to the j-th class.

The number of categories is k = 2 for success, but not k =
11 for the topical classes. The second would require that the
topical classes are mutually exclusive, which is not the case,
as each post is assigned to one or more classes. We therefore
calculate each class individually and binary with k = 2 and
then make an average over the agreements.

P̄ =
1

N

N
∑

i=1

Pi (2)

Pi =
1

n(n− 1)

k
∑

j=1

nij(nij − 1) (3)
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P̄e =

k
∑

j=1

pj
2 (4)

pj =
1

Nn

N
∑

i=1

nij (5)

III. DETAILS

The annotation of the corpus was performed according to
the procedure previously outlined in section II. In the following
section III-A we first describe the procedure in greater detail.
Then, in section III-B, we present the results of the annotation.

A. Annotation

The annotation was conducted by the communication
agency ALTHALLER communication GbR, which advises en-
terprises in social media communication. Five experts from the
agency, who regularly produce social media posts on behalf of
clients, took over the work of the evaluation over a period of
2 months (May to June 2019).

During Phase 1, the experts met for a discussion and
reviewed 10 selected posts, which were manually selected
to ensure that each of the posts belongs to a different one
of the first ten topical classes. For each post they read the
text and examined other media associated with it, such as
pictures, videos and links. They also reviewed the number of
interactions in the form of comments, reactions and shared
posts that the post had received from the users. Regarding
the assessment of the reactions they distinguished between the
positive ones (like, love, wow, haha) and the negative ones
(angry, sad). They also took a closer look at the comments and
analyzed the content and sentiment. The positive and negative
amount of reactions on their own are not sufficient indicators
of the success of a post, as the context of written comments
have to be taken into account. For example, there could be
comments which are actually not related to the post at all but
purely to other activities of the posting company or personal
experiences of the users to the company which are not related
to the actual post. Therefor also the success is rated manually
as successful or not successful and at least one of the eleven
classes was selected to describe the content. If the experts came
to different views at first on how to assess one of these two
points, this point was discussed until a consensus was reached
that everyone approved. This approach was intended to create
a common understanding among the experts on how to assess
these two aspects.

The following Phase 2 should determine whether the ex-
perts actually evaluate with the same standards. To validate
this, each of the experts received the same randomly selected
50 posts, which they then annotated on their own according
to the rules previously established during Phase 1. Afterwards
the results of the individual experts were used to determine the
uniformity of the annotation. Therefore an inter-rater reliability
with Fleiss’ Kappa was calculated. The agreement for all
experts was κ = 0.5551 for the success, which corresponds
to a moderate agreement, and κ = 0.2562 for the topical
classes, which in contrast only represents a fair agreement
according to interpretation of Landis and Koch [6] mentioned
above in Table I. Due to this second rather poor result for the

topical classes, we examined the underlying causes. In order to
determine the influence of every single expert, we calculated
additional values for all combinations of n − 1 experts. The
results are given in Table II in column Phase 2a. As the
interpretation for the topics shows, only expert 4 has a slightly
higher negative influence, since without him a κ = 0.3123
could be achieved. Overall, however, the values differed only
slightly. To exclude further uncertainties regarding individual
topics, we calculated an additional kappa value for each single
category. Again, we computed a value for all experts as well
as further values for all combinations of n−1 experts. Fig. 1a
shows the results. As we see, the values for most topics barely
differ. Only the topic 7. Recruiting/HR has the anomaly that
all values are κ = 0, which is due to the fact that none
of the experts assigned this topic to even one of the posts.
However, there were no obvious indicators for a single expert
or a particular topic as a cause for the low agreement. From
this result, we conclude that the experts had not formed a
sufficient common understanding of annotation yet to be able
to annotate uniformly.

TABLE II. INTER-RATER RELIABILITY WITH FLEISS’ KAPPA

Phase 2a Phase 2b

Success Topics Success Topics

All 0.5551 0.2562 0.6574 0.4163

Without 1 0.5224 0.2589 0.6054 0.3602

Without 2 0.5782 0.2782 0.6674 0.4835

Without 3 0.5053 0.2522 0.6221 0.3618

Without 4 0.5676 0.3123 0.6661 0.4412

Without 5 0.6020 0.2406 0.7351 0.4270

In order to improve the uniformity of annotation regarding
the topical classes, the experts reviewed the 50 posts annotated
during the first round of Phase 2 and discussed the rules
of annotation again. Then a second round of Phase 2 was
conducted, in which the experts received another 50 posts
for annotation. To prevent that once again none of the posts
belongs to the topic 7. Recruiting/HR, three posts from this
topic were selected manually, while the remaining 47 posts
were randomly chosen as before. Table II presents the kappa
values of the second round in column Phase 2b. As the
results show, the agreement over all experts regarding success
increased by 0.1023 to a substantial κ = 0.6574. But also
the agreement concerning the topical classes had increased
significantly by 0.1601 to κ = 0.4163, and now corresponded
to a moderate agreement. At the same time, there are no
significant differences for the individual topics, as shown by
Fig. 1b. However, as in Phase 2a, there is again a topic,
8. Corporate Social Responsibility, with all values at κ = 0,
due to the fact that it were not selected at all. To further
improve the agreement, we examined the kappa values in
Table II in column Phase 2b. As we can see, expert 5 has
the strongest negative influence on success, while expert 2
has it for the topical classes. In the balance between a solid
agreement for the topical classes and an even higher one for
success, we decided in favour of the topical classes for the
compromise to exclude expert 2 from any further participation.
This corresponds to the best agreement for the topical classes
with κ = 0.4835 and the second best for the success with
κ = 0.6674. A comparable corpus of Schabus et al. [8], we
described in greater detail with related work in section V,
comes to similar kappa values between 0.3 and 0.6.
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Fig. 1. Agreement of Phase 2 - Inter-rater reliability with Fleiss’ Kappa per class for each combination of n− 1 annotators

During the final Phase 3, the four remaining experts pro-
cessed a further 6,000 randomly selected posts. Due to the solid
inter-rater reliability, each post was annotated by only one of
the experts. Table III summarizes the details of the annotation
for the phases, including the number of annotations, number
of unique posts and the experts involved.

TABLE III. PHASES OF THE ANNOTATION PROCESS

Number of annotations Experts

Phase Posts Total Per expert Included Excluded

1 10 10 - 1-5

2a 50 250 50 1-5

2b 50 250 50 1-5

3 6000 6000 average 1500 1, 3-4 2

B. Corpus Statistics

During the three phases of the annotation, a total of 6,510
posts were annotated. Of these, 510 were processed during
Phases 1 and 2, which only served to train the experts. The
annotations of these posts were created before or for the
purpose of calculating the inter-rater reliability and therefore
have no guaranteed quality. Phase 3 was the first phase in
which 6,000 further posts were annotated, whose quality is
assured, which is why they form the core of the corpus.

Table IV provides the quota of the 6,000 posts assigned
to each of the topical classes. As shown, the three most
common topics are 9. Advertising/Campaing, 3. Interactions
and 5. Entertainment. In contrast, the topics 7. Recruiting/HR
and 8. Corporate Social Responsibility, which were not in-
cluded in Phases 2a and 2b respectively, were also very rarely
found in the rest of the corpus. Finally, the relatively high
proportion of the topic 11. Other, with 8.93%, indicates that
the topical classes should possibly be extended by further ones.
Table V shows the distribution of the second criterion success,
which was assessed as either successful or not successful, with
approximately three quarters of the posts being rated as not
successful.

TABLE IV. NUMBER OF POSTS PER CLASS IN 6,000 POSTS

(MULTI-LABEL)

Category Posts Percent

1. Product/Service 316 5.22%
2. Event/Fair 368 6.07%
3. Interactions 2370 39.12%
4. News 547 9.03%
5. Entertainment 978 16.14%
6. Knowledge 390 6.44%
7. Recruiting/HR 65 1.07%
8. Corporate Social Responsibility (CSR) 40 0.66%
9. Advertising/Campaign 4098 67.63%
10. Sponsoring 322 5.31%
11. Other 541 8.93%

TABLE V. NUMBER OF POSTS BY SUCCESS IN 6,000 POSTS

Posts Percent

Not successful 4578 76.3%
Successful 1422 23.7%

IV. EXPERIMENTS

On the basis of the 6,000 annotated posts, we created a
first baseline classification that predicts the association of the
posts with the topical classes.

This classification task is a multi-label classification char-
acterized by the fact that each post is assigned to a set of
one or more classes, which in our case represent the eleven
topical classes. A multi-label classifier would predict for a
post whether it belongs to each one of the classes or not.
We decided to simplify the problem by breaking it down into
several binary classification problems. Therefore, we trained a
separate binary classifier for each of the eleven topical classes,
which predicts whether a post belongs to a certain topic or not.

As features of the classification, only the post text was
used, while other attributes of the post, such as the page and
date of publication or the number of interactions by users,
were not taken into account. The problem thus represents
a text classification for which there are a number of estab-
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lished algorithms. Two of these algorithms that we used are
SVM (Support-vector machine) and ANN (Artificial neural
network). The representation of the texts was implemented
with BOW (Bag-of-words), where the texts are divided into
tokens, which allows to count the number of occurrences of
every single token in the text. Each text is then represented
by a vector that indicates the number of occurrences of each
token.

For the evaluation of the algorithms, the corpus of 6,000
posts was split 2/3 into a training set and 1/3 into a test set. The
training set was then used to train each of the classifiers in a 5-
fold cross-validation. Finally the classifiers were validated with
the test set. To evaluate the predictions, the metrics Precision,
Recall and F1 were used.

The results of the baseline classification are given in
Table VI. The best values of each row are depicted in
bold, while the worst are slanted respectively. As the data
show, the classes are predicted with varying quality by the
different algorithms. However, the tendency can be seen that
the height of the class distribution, shown in Table IV, has
a major impact on the classification quality. Classes with
balanced representation, like 3. Interactions and 9. Sponsoring
could be predicted by all algorithms with good quality. In
contrast, the classes 7. Recruiting/HR and 8. Croporate Social
Responsibility (CSR), which were only annotated at 1.07% and
0.66% respectively and thus very unevenly distributed, were
not correctly classified by any of the algorithms, why we had to
omit them. In order to improve the results, the classification
would have to be optimized to unevenly distributed classes,
which, however, would go beyond the focus of this work.
Nevertheless, these classes may serve as a basis for research
towards classification of imbalanced or skewed data [9, 10,
11].

V. RELATED WORK

The creation of corpora is and has been a major task for
computational linguistics. Corpora are used as evaluation base
line and as training data for machine learning models in natural
language processing. Hence there are numerous related corpora
in the field of topic classification and in social media. In this
section we focus on well known topic classification and social
media corpora or specifically related corpora to our provided
data set.

One of the most common corpora for topic classification
is the 20 News Group data set of Lang [12]. It is a collection
of nearly 20,000 newsgroup documents evenly split among
20 different newsgroups. These newsgroups labels act as the
topical classes. However it is focused on news related language
and only available in English. Therefore it is of limited use for
German social media topic classification.

Larger news related data sets are provided by Reuters Ltd.
There have been multiple different volumes of this data set.
The well know Reuters-21578 data set has been replaced by the
RCV1 dataset containing 810,000 news articles in English lan-
guage. Related to our research work is the RCV2 data set with
487,000 multilingual documents in thirteen languages [13].
A subset of the Reuters corpus also represents the basis of
the MLDoc corpus of Schwenk and Li [14], that is focused
on cross-lingual document classification. Unfortunately, the

TABLE VI. RESULTS OF THE BASELINE CLASSIFICATION

Bag of words

Cat. Meas. SVM ANN

1.

Prec. 0.1000 0.1000

Rec. 0.0505 0.0909

F1 0.0671 0.0952

2.

Prec. 0.1186 0.1010
Rec. 0.0588 0.0840

F1 0.0787 0.0917

3.

Prec. 0.4357 0.3991
Rec. 0.3495 0.3420
F1 0.3879 0.3684

4.

Prec. 0.2105 0.1758
Rec. 0.1117 0.1788

F1 0.1460 0.1773

5.

Prec. 0.1940 0.1487
Rec. 0.1193 0.1437

F1 0.1477 0.1462

6.

Prec. 0.0192 0.0571

Rec. 0.0078 0.0465

F1 0.0110 0.0513

9.

Prec. 0.6927 0.6924
Rec. 0.7437 0.6991
F1 0.7173 0.6957

10.

Prec. 0.0278 0.0247
Rec. 0.0094 0.0189

F1 0.0141 0.0214

11.

Prec. 0.1237 0.0941
Rec. 0.0750 0.1000

F1 0.0934 0.0970

Worst

Prec. 2 8

Rec. 7 2

F1 6 3

Best

Prec. 8 2

Rec. 2 7

F1 3 6

stories are not parallel translated so only the German fraction
is of interest. Additionally it is also not related to social media
data.

Nobata et al. [15] provide a data set on abusive language
with 1.2 million and 2.1 million comments from Yahoo!
Finance and News, that were annotated after whether they
were abusive or not. Another corpus on abusive language is
the one of Waseem [3] that contains 6,909 posts from Twitter,
that were annotated by amateurs and experts with the labels
racist, sexist, both or neither. Although related to social media,
the corpora are not suitable for the classification of topics or
success.

Verhoeven et al. offer a multilingual social media corpus
extracted from Twitter. It consists of the posts of 18,168
authors in six different languages and can be used for the
classification of the gender of the authors and their personality.
It includes posts in the languages German, Dutch, French,
Spanish, Italian and Portuguese. The personality categories
are split into four opposing binary categories: introvert vs.
extrovert, sensing vs. intuition, thinking vs. feeling and judging
vs. perceiving. As an additional category, the authors are split
into male and female. Hence it is not suitable for a classical
topic classification.

As there are only limited data sets in German, we draw the
inspiration for our research work and our methodology from
the One Million Post Corpus of Schabus et al. [8]. This corpus
is a collection of one million comments from an Austrian
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online newspaper site, of which 11,773 were classified in
seven categories. Since recently it is the baseline of the 10k
German News Article data set [17] which can be used for topic
classification tasks and challenges.

Closer to our domain of social media posts, is the work of
Bretschneider and Peters [18]. This corpus also uses Facebook
as a source. It consists of three data sets based on the comments
of three different Facebook pages. It can be used to detect
offending statements and hate speech against foreigners and
therefore is still not a classical source for topic classification
in an commercial related way.

Similar to the above is the multilingual corpus of Narr et
al. [19, 2], which they use to train a language independent
sentiment analysis. The data set consists 10,000 Twitter posts
in English, German, French and Portuguese, which have been
manually annotated into the sentiment categories of positive,
neutral or negative.

VI. HOW TO USE THE CORPUS?

We provide the corpus presented in this paper, consisting
of the posts and the annotations, to the scientific commu-
nity through a website (https://ccwi.github.io/corpus-gtcs6k).
However, for legal reasons, we are not allowed to share the
entire data of the posts directly. In order to still publish the
corpus while respecting the rights of third parties, we instead
provide the annotations along with the IDs of the posts and
a script that allows interested readers to retrieve the posts of
the corpus on their own. Besides the corpus, we also include
the implementation of the experiments presented in section IV,
which allows to reproduce the results.

VII. CONCLUSION AND FUTURE WORK

In this work a corpus was presented which consists of 6,000
posts in German language that belong to six brand pages of
German food delivery services on Facebook. The posts were
annotated by experts according to topic and success, achiev-
ing a solid degree of agreement, as an inter-rater reliability
according to Fleiss’ Kappa revealed, which was 0.4835 for
the topics and 0.6674 for success. To evaluate the corpus, a
first baseline text classification was presented, where the text
of each post was used to predict its association with each of
the 11 topical classes, while comparing different algorithms.
To make the corpus also usable for other applications in natural
language processing and classification, we provide it as data
set on German topic classification and success (GTCS6k) to
the scientific community. In a future work, we will examine
the annotations of the success for the posts depending on their
topic. Our goal is to develop a framework that can evaluate
the success of a post and even predict the potential success of
a new post before it is published.
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