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Abstract—This paper presents a review of the most recent 
energy-aware routing and load balancing optimization strategies 
for traffic flow engineering in Hybrid Software-Defined 
networks. The purpose is to avail researchers with insights 
regarding current and future developments in Hybrid SDN to 
stimulate more research efforts in the area. 

I. INTRODUCTION  

Software-Defined Networking (SDN) is a revolutionary 
design which separates the control plane from the forwarding 
devices leading to increased programmability and centralized 
flexibility control advantage in communication networks 
[1][4]. SDN offers such benefits as improved network 
configuration, improved performance and innovation potential. 
Moreover, the routing and scheduling decision can be 
separated from the forwarding switches, permitting the desired 
decisions to be enhanced, reconfigured and optimized by the 
central controller [2]. But the deployment of full SDN is 
currently unattainable in the interim owing to financial, 
organisational and technical issues [2]. A preferred alternative 
is Hybrid SDN, reasons being budget constraints and technical 
restrictions. 

Existing Hybrid SDN-based optimisation solutions that 
jointly address energy-efficiency, load balancing with QoS 
requirement do not combine all the QoS metrics [5], namely 
bandwidth, packet delay, Jitter, path failure, and yet such 
metrics are critical to the accurate realisation of Hybrid SDN, 
in support of the growing level of differentiated services. To 
realise additional benefit, moreover in the wake of current 
dramatic increases in traffic load especially in the backhaul 
network and the growing demand for differentiated services, 
which has worsened the need for QoS provisioning, it would be 
important for future research works to consider the need to 
priorities all the metrics to ensure accurate and energy-aware 
routing, with congestion avoidance by reassigning traffic 
during load balancing.  

Currently, one issue which has recently been resolved in pure 
SDN networks [42],[43], but remain unresolved and hence real 
a problem in Hybrid SDN networks, demanding for urgent 
solution is: how to dynamically ensure routing and load 
balancing to optimise QoS provisioning with energy-

efficiency when allocating traffic flows to real-time demands 
without degrading network performance [45],[46]. This is one 
of the major problems faced by researchers in advancing green 
energy-aware routing and traffic load balancing. We 
acknowledge that much as there are a majority of solutions 
that jointly address the issue of energy saving and load 
balancing with QoS requirements, most of these solutions do 
not consider all the defined QoS metrics together in the study 
[5],[28],[41]. In these studies, the metrics considered include 
bandwidth, throughput, packet delay, jitter and path failure, 
which are in totality critical to the perfect operation of such 
Hybrid SDN networks. Thus, to reap more benefit, future 
studies should consider prioritising all these metrics to provide 
accurate and hence energy-aware routing, with congestion 
avoidance through traffic reassignment in load balancing.  

Clearly, it is important for future networks to address the 
need for more dynamic energy efficient routing and load 
balancing with strict QoS provisioning. Prioritising all the 
metrics is imperative to obtainment an effective and perfect 
solution, which on the contrary can lead to significant network 
performance degradation [5]. Precisely, the issue stated above 
is an open research gap demanding for suitable solutions 

The remaining part of the paper is based on the following 
organisation:  Section II presents related works to load 
balancing and energy-aware routing in Hybrid SDN networks. 
Section III presents challenges and future direction. Lastly, 
Section VI gives the conclusion.  

II. RELATED WORK

Load balancing is an important traffic engineering (TE) 
approach whose goal is to improve the distribution of traffic 
loads across multiple resources based on a specific 
performance criterion [6-10]. In Hybrid SDN, the TE objective 
of maximizing link utilization, can be realized through traffic 
flow load balancing to make the network congestion free. 
Since load balancing is aimed at determining the average link 
rate utilization for all the network links, carrier companies can 
reduce OPEX, thus accommodating more users in their 
network [10-16], reflecting improved network performance in 
terms of throughput, link failure, packet loss rate, delay and 
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jitter.  Due to the current growth in data traffic and industry 
concerns such as capital expenditure (CAPEX) and operational 
expenditure (OPEX), energy efficiency, QoS service 
guarantees and load balancing problem in a multipath network 
scenario has become a very important issue in such SDN 
networks [17]. 
 
Recently Vanbever and Vissicchio [18], considered the issue 
of load balancing to address the problem of network 
congestion through network configuration management. The 
authors proposed a simple runtime SDN-based Application 
Programming Interface (API) model, executable in a legacy 
network. The module allows the input of the physical network 
topology and path requirements, to generate a virtual network 
topology which is employed by the routers to perform packet 
forwarding, to ensure traffic load balancing and hence avoid 
congestion. However, network management convergence is a 
major problem of the proposed mechanism.  
 
Guo et al. [19] addressed the problem of inefficient routing 
and scheduling to overcome network congestion. The authors 
developed a novel routing and scheduling mechanism that 
employs the SOTE algorithm, to ensure path reduction, to 
improve network performance. The proposed mechanism was 
devised to jointly adjust OSPF weight setting and traffic flow 
splitting ratio to minimise the maximum link utilisation 
(MLU) in an ISP network, during migration. A centralised 
SDN controller is employed to optimise OSPF weight setting 
by splitting the incoming traffic flows at the SDN nodes, this 
being to minimise maximum link utilisation.  
 
Caria et al. [20] proposed a concept to partition an OSPF 
domain to achieve SDN-based TE. The strategy was to 
leverage SDN-based edge routers to enhance control over the 
various routes that interconnect the sub-domains. In TE 
perspective, the focus was to address routing inefficiency to 
balance traffic load through improved link state updates. The 
author proposed a unique routing mechanism where the whole 
network is partitioned into many small sub-domains which are 
interlinked through SDN-enabled edge located router devices.  
 
Chu et al. [21], investigated the aspect of reachability of traffic 
and recovery from a single link failure scenario. They 
contextualized a scenario where a single link failure occurs, in 
which case the target legacy router has to forward the affected 
packet to a particular SDN switch, bypassing the failed link. 
When traffic flows on the failed network is redirected to a 
given SDN-enabled switches, through the pre-computed IP-
tunnel, the network system can rapidly respond to failures. 
Given the coordinator support among SDN-enabled switches, 
with global view of the controller, the system is capable of 
generating more backup paths to ensure traffic recovery with 
good load balancing. This in turn helps to overcome network 
congestion and better load balancing in view of the post 
network recovery.  
 
Ren et al. [22] examined the routing and scheduling in TE 
with the aim of improving the management of network traffic 
flows. They suggested a routing and flow splitting mechanism 
to ensure efficient route management, by optimising the 

maximum link utilisation and flow splitting ratio. Though, the 
mechanism suffers routing efficiency degradation due to the 
lengthier path created, as compared to routing mechanism 
without flow splitting.  
 
Guo et al. [23] addressed the problem of sub-optimal routing 
and scheduling. They proposed a routing and traffic 
scheduling mechanism that leverages multiple TMs to achieve 
network node update logical plan that can minimize maximum 
link utilisation. They considered a joint nodes selection and 
network topology optimization strategy to determine the 
appropriate node update sequence to minimalise network 
maximum link utilization.  
 
Zhang et al. [24] investigated hybrid routing to obtain load 
balancing, while featuring multiple traffic classes. They 
proposed a hybrid routing mechanism that combines explicit 
routing and destination-driven routing, that employs multiple 
traffic classes to achieve load balancing, with reduced 
complexity and good scalability gains.  
 
Hu and Wang [25] investigated the problem of routing in TE, 
with the aim of maximizing controllable traffic. The authors 
suggested a mechanism based on a fully polynomial-time 
approximation scheme (FPAS). They considered a single 
traffic class, with the goal of maximising network traffic flow, 
by leverage of barrier and hybrid modes of network 
deployment.  
 
He and Song [26] addressed the problem routing and 
scheduling in TE. They proposed a TE routing and scheduling 
design based on barrier mode with an overlay network 
configuration. Performance of the proposed mechanism was 
compared against that of OSPF routing scheme, mainly 
focusing on source redirection for the TE problem, using 
maximum link utilisation.  
 

Lin et al [27] addressed the problem of QoS-based routing. 
They proposed a network architecture that employs QoS-aware 
routing (SAQR) technique based on simulated annealing to 
dynamically update delay weights, rate of loss and link 
bandwidth demands. Besides, it employs the spanning tree 
algorithm to discover legacy switches in the Hybrid network, to 
dynamically determine appropriate paths and hence route 
traffic through path that meet the specific QoS routing demands 
of multiple applications, given the current network state.  

In traditional networks [28-29], the increasing energy 
consumption of networking devices lead to issues of increased 
carbon dioxide (CO2) emission and network cost of operations. 
Precisely, a big share of this consumption is attributed to the 
backbone and core network, particularly the IP routers, 
whereas a marginal contribution is due to the relayed traffic 
load.  

Rationally, networks are engineered to provide for traffic 
demand during peak period, but during off-peak periods, 
traffic volume fall well below the marked network capacity 
[29]. This has made researchers to suggest novel energy aware 
(EAR) approaches and mechanism to reduce the number of 
active network links [32], meant to route and forward all the 
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data traffic demands without any link overload. Much as 
recent studies have been focused on performance and cost 
concerns of ICT, there is a dire need to address the energy 
issue due to ICT systems. The above requirements can be 
achieved by designing energy-efficient optimisation networks 
commonly called green networks, to meet the energy-efficient 
design criteria [30-32][38].  

Lately, Huin et al. [33] considered routing in TE to address 
the problem of high energy aware utilisation. The authors 
proposed a two stage energy-aware routing mechanism which 
is capable of turning unused network links into a sleep state to 
minimise energy consumption in such Hybrid SDN networks. 
But, a major challenge of the proposed mechanism is the 
requirement to maintain high levels of network QoS when 
certain network devices are in their sleep state. Precisely, the 
mechanism does not reflect link performance indicators, and 
yet these are essential in the accurate operation of such Hybrid 
SDN networks.  

Wang et al. [34] considered the issue to minimise 
unnecessary network energy consumption. They proposed a 
dynamic spanning tree grouping mechanism aimed at 
determining the minimal-energy network subsets, to 
subsequently turn off idle devices and network links to meet 
the varying traffic loads. However, given the static nature of 
the mechanism, it can only save energy when network traffic 
loads are low, typically at night-time. This can be a great 
limitation in the perspective of routing and energy efficiency 
in real-world deployment scenarios. 

Besides, Wei et al. [35] considered energy-efficient routing 
and traffic scheduling in SDN/IP backbone networks and 
suggested a heuristic-based hybrid energy-aware traffic 
engineering (HEATE) scheme for such hybrid networks. The 
aim was to minimise network energy consumption by 
calculating the optimal link weight setting legacy OSPF and 
the splitting fraction of the deployed SDN switches. The 
proposed scheme can in a joint manner optimise the OSPF link 
weight setting of IP-based routers and traffic flow splitting 
fraction of SDN switch, allowing the controllable and 
uncontrollable flows to be aggregated onto partial links, hence 
putting off under-utilised links to achieve energy saving.  
 

Galan-Jimenez et al. [36] conducted studies to resolve the 
energy consumption problem, in a migration progression 
scenario where just a subset of SDN nodes are can be 
controlled. They examined the most suitable ratio of 
conventional IP nodes that ought to be elevated to SDN and 
the selection technique for their placement to achieve 
considerable power gains in the migration progression. They 
proposed a heuristic algorithm that uses the rate-based 
technique and sleeping technique to determine and select the 
candidate for replacement.  

Jia et al. [37] considered segmented routing and 
scheduling. Their work examined the issue of path control and 
energy efficiency in an incrementally deployed hybrid 
network, featuring ISPs and data center networks (DCNs). The 
authors proposed a more feasible explicit path control (EPC) 
solution that focuses on network flow level to shutdown 
redundant networked switches and links, to guarantee energy 

saving in a segment routing and scheduling scenario. Recall 
that the requirement to achieve energy saving demands for 
fine-grained traffic flow scheduling in order to put-off 
switches and network links. An SDN switch can achieve the 
need got fine-grained scheduling by re-routing packets on the 
forwarding SDN ports. Essentially, energy saving can be 
achieved by re-routing the flows to turn off the idle links and 
switches.  

Lastly, Maaloul et al. [39] addressed the problem of energy 
saving in carrier-grade Ethernet network. The authors proposed 
a traffic-aware routing and load balancing mechanism to 
shutting down the minimum set of network devices and links, 
to achieve energy-saving and QoS provisioning without 
network performance degradation. The proposed mechanism 
considers aspects that include rule space capacity restriction of 
the switches, including network traffic flow conservation and 
resource usage restriction. In terms of performance, the 
techniques can achieve a trade-off between energy utilisation, 
use of network resources and link performance. The 
mechanism can provide near-optimal solution within a reduces 
time period. However, the adaptation of the mechanism to 
process port power status and line rate can lead to overheads at 
the control plane level, thus increasing the delay in 
communication amidst the centralised controller device and the 
forwarding plane devices. 

III. CHALLENEGS AND FUTURE DIRECTION  

Provided in Table I is a summary of the reviewed routing 
and load balancing studies in Hybrid SDN Network.  Most of 
these works have focused on a single QoS metric, without 
considering a combination of all the QoS metrics all together, 
in the same study. To support the growing diversity of future 
user traffic and multimedia application with strict QoS 
requirements, it is imperative to integrate all these metrics, 
hence devising a comprehensive mechanism that reflects all 
the major QoS performance metrics.  

TABLE I. A COMPARITIVE SUMMARY OF DIFFERENT RUOTING MECHANISM WITH 

TRAFFIC LOAD BALACING 

Study Objective, Mechanism,  Metric, 
Emulation or Simulation Tool and 
Target Environment 

Issues and 
Challenges 

Vanbever 
and  
Vissicchio 
(2014)[18] 

Objective: To address issue of 
network configuration management, 
to achieve traffic load balancing and 
overcome congestion 
Mechanism: Suggested an API-
based mechanism that uses routing 
protocol messaging to control both 
SDN and legacy switches. 
Metric: Maximum Link Utilisation 

 Network 
management 
convergence is a 
major challenge, 
leading 
performance 
problems in data 
delivery. 

 The study does not 
consider energy 
saving objective. 

Guo et al. 
(2014) [19] 

Objective: To address the problem 
of routing and scheduling during 
weight setting for flows and TE in 
OSPF-SDN networks 
Mechanism: proposed a re-routing 
strategy to optimise OSPF weight 
setting to minimise link utilisation 
and CPU time.  
Metric: Maximum Link Utilisation 
and CPU time 

 The study only 
considers the 
problem of 
network 
congestion.  

 Does not consider 
the objective of 
failure tolerance 

 Does not consider 
energy saving 
objective. 

Zhang et Objective: Considered of hybrid  Difficult to 
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al. (2014) 
[24] 

routing and load balancing for 
multiple traffic classes with TCAM 
optimisation in Hybrid SDN 
network. 
Mechanism: Proposed a 
mechanism which leverages explicit 
routing and destination-based 
routing in the context of multiple 
traffic classes to achieve load 
balancing  
Metric: Maximum Link Utilisation. 

optimise TCAM 
memory size 
because further 
reduction of 
TCAM can lead to 
regular flow entry 
replacement during 
installation of new 
flows, leading to 
additional accesses 
to TCAM, which 
can result in more 
energy utilisation.  

 Does not consider 
energy saving TE 
objective. 

Caria et al. 
(2015) [20] 

Objective: Addressed the need to 
partition OSPF network into sub-
domains to realise SDN-based TE 
by enhancing control over the 
interconnecting sub-domain routes. 
Mechanism: Devised a strategy of 
partitioning the entire OSPF 
network is into sub-domains, 
moreover interlinked only by SDN-
enabled devices strategically located 
at the edges, to achieve route 
control over traffic between sub-
domains.  
Metric: Throughput was used to 
measure the extent of data loss. 
 

 Does not consider 
energy saving TE 
objective. 

Chu et al. 
(2015) [21] 

Objective: Addressed the problem 
of reachability and fault tolerance in 
Hybrid SDN networks 
Mechanism: Devised a fast 
response failure recovery strategy 
based on tunnelling to assure 
reachability  
Metric: Maximum Link Utilisation. 

 Does not consider 
the objective of 
energy saving in 
TE. 

 Can lead to 
network 
congestion. 

Ren et al. 
(2016) [22] 

Objective: Addressed the routing 
problem of congestion in TE by 
improved management of flow 
routing and splitting  
Mechanism: Suggested a TE flow 
management mechanism which 
make it compulsory for every flow 
to path through an SDN-based 
switch to enhance flow control and 
TE 
Metric: Maximum Link Utilisation 
and Latency. 

.  
 The mechanism 

does not consider  
energy saving 

Guo et al. 
(2017) [23] 

Objective: To improve the routing 
efficiency and traffic scheduling in 
Hybrid SDN networks  
Mechanism: To optimise TE by 
using multiple TMs to optimise 
routing, by employing legacy 
devices offline weight setting and a 
splitting ration that is online, for 
many TMs. Data mining algorithm 
is employed to store historic data 
for all the TMs. 
Metric: Maximum Link Utilisation 
and Latency 

 Managing rule 
placement is hard 
because this can 
directly affect 
routing, network 
performance and 
energy saving 
efficiency.  

 Does not consider 
the objective of 
energy savings in 
TE 

Hu et al. 
(2015) [25] 

Objective: Addressed the issue of 
routing inefficiency in TE by 
maximising the network traffic flow 
through the deployed SDN switches  
Mechanism: Suggested a routing 
mechanism that tunes SDN switch 
behaviour in terms of flow 
forwarding to enhance the capability 
of legacy devices.  

 
 Does not consider 

the TE objective of 
energy savings 

Metric: Maximum Link Utilisation.  
He et al. 
(2015) [26] 

Objective: Addresses the TE 
optimisation problem of routing and 
scheduling in Hybrid SDN 
networks. 
Mechanism: Suggested a routing 
and scheduling strategy which 
combines the capacity of the legacy 
networks and control capability of 
SDN to attain efficient traffic 
delivery and link utilisation.   
Metric: Maximum Link Utilisation 
and TE flexibility 

 The mechanism 
does not consider 
energy savings 
objective 

Lin et al. 
(2017) [27] 

Objective: Addresses the problem 
of QoS routing in Hybrid SDN data 
center networks. 
Mechanism: Suggested a QoS-
aware routing mechanism built on 
simulated annealing technique for a 
multi-service multi- constraints 
network scenario. 
Metric: Packet Loss Rate, Delay 
and bandwidth utilisation 
 

 The procedure 
exhibit high 
overheads and is 
not resilient to path 
failure.  

 Does not consider 
energy savings 
requirement in TE. 

 

TABLE II. A COMAPRATIVE SUMMARY OF DIFFERENT ENERGY-AWAY ROUTING  

Study Objective, Mechanism,  Metric, 
Emulation/Simulation Tool and Target 
Environment 

Issues and 
Challenges 

Huin et 
al. 
(2017) 
[33] 

Objective: Routing and traffic load rate 
adaptation in TE to address the high 
energy utilisation problem using OSPF and 
OpenFlow. 
Mechanism: Mechanism that adapts 
routing to traffic load to spare and turn off 
unused network devices and links into a 
sleep state to minimise energy 
consumption, while ensuring failure 
tolerance. 
Metric: Throughput was used to measure 
the extent of data loss. 

 Fail  to 
maintain high 
levels of 
network QoS 
when certain 
network 
devices are in 
their sleep 
state 

Wang 
et al. 
(2016) 
[34] 

Objective: To address the issue of high 
power consumption using a Heuristic 
Algorithm and OSPF 
Mechanism: Mechanism to ensure 
efficient link utilisation based on the use of 
minimum power network subsets. 
Metrics: Maximum Link Utilisation 
 

 The 
mechanism 
does not 
consider the 
TE objective 
of load 
balancing 

Wei et 
al. 
(2016) 
[35] 

Objective: Routing and scheduling based 
on flow splitting to ensure energy-
efficiency in the backbone networks 
scenario. 
Mechanism: To determine the optimal 
link weight setting and flow splitting 
fraction for OSPF, and aggregating flows 
on partial links, thus putting off 
underutilised links to save energy. 
Metric: Maximum Link Utilisation 
 

 
 Does not 

consider QoS 
parameter 
such as delay, 
jitter, and 
throughput 

 Does not 
consider fault 
tolerance 
requirement, 
with backup 
path 

Galan-
Jimez et 
al. 
(2017) 
[36] 

Objective: To solve the issue energy 
utilisation in a scenario in which a sub-set 
of SDN nodes can be controlled, during 
the migration progression.   
Mechanism: Proposed a strategy to 
compute the most suitable ratio of IP 
nodes that ought to be selected for 
elevation to SDN so as to attain 
considerable power gains. 
Metric: Power saving gain with respect to 
the number of nodes replaced 

 The 
mechanism 
does not 
consider the 
TE object of 
load 
balancing  
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Jia et al. 
(2018) 
[37] 

Objective: To examine and address the 
problem of path control with energy saving 
in Hybrids SDN/IP ISP and DCNs with 
incremental switch deployment using 
OSPF 
Mechanism: Devised a two-stage strategy 
to turn-off redundant networked switches 
and links while leveraging segment routing 
between SDN switches to guarantee 
energy saving. 
Metric: Network Control Ability (NCA) 
and Power saving gain 

 Performance 
optimisation 
in large sized 
multi domain 
network 
deployment 
in 
accommodati
ng different 
traffic 
patterns fail 
to achieve. 

 
Galan-
Jimez 
(2017) 
[38] 

Objective: To address the problem of path 
control with energy saving during 
migration process in Hybrids SDN/IP ISP 
and Data Center Networks 
Mechanism: Proposed a strategy to 
compute, select and replace legacy IP 
nodes with SDN devices for considerable 
energy gains 
Performance Metric: Maximum Link 
Utilisation was used to measure the 
improvement in link performance 
  

 Performance 
optimisation 
in a 
dynamically 
network can 
be very hard 
given the 
complexity, 
when 
balancing 
between 
energy 
saving, 
tolerance to 
delay and 
throughput. 

Maaloul 
et al. 
(2018) 
[39] 

Objective: To addressed the problem of 
energy saving with QoS guarantees in ISP 
networks 
Mechanism: Proposed traffic-aware 
routing mechanism to ensure trade-off 
between energy saving and performance 
by shutting down unused network subset 
Performance Metric: Traffic Load, 
Fairness of Traffic distribution, Network 
Connectivity, Average path length  
 

 Hard to 
implement 
due to 
complexity 

 
 

Table II provides a summary of the reviewed energy 
efficient routing solutions in Hybrid SDN networks.  

Majority of the above routing and energy saving 
mechanisms do not consider the TE objective of load 
balancing; many suggested mechanisms do not consider all the 
QoS metrics together [26][40][41]. But, the need to deliver a 
growing range of future user specific application classes, with 
strict QoS requirements demands for novel dynamic solutions 
to be developed.  This is an essential requirement in the 
accurate operation of such hybrid networks to achieve the 
much desired network performance optimisation efforts, in 
terms of improved bandwidth utilisation, better throughput, 
reduced packet loss, low latency and jitter [26].  

 
An important issue to observe is that single or none 

combined use of all QoS metrics can still lead to network 
performance degradation in such hybrid networks. So, to reap 
more benefit, this work recommends future studies to consider 
prioritising such requirements, to deliver effective and suitable 
energy-aware routing and load balancing solutions, to optimise 
network performance.  

 

VI. CONCLUSION 

This paper has reviewed the most recent energy-aware 
routing and load balancing solutions in Hybrid SDN networks. 
Based on review, it was observed that much as many Hybrid 
SDN studies have jointly considered energy-saving, load 
balancing with QoS guarantees, however they do not together 
factor in all the required QoS metrics in the same study, and 
yet joint consideration of these metrics is vital to the 
obtainment of perfect network operation. So, this requirement 
should be prioritised to provide an effective and suitable 
solution, for support the ever widening plethora of QoS 
stringent future user services and applications. Arguably, it 
would be beneficial to develop routing solutions that jointly 
consider energy saving, load balancing with QoS guarantees, 
in real-time to optimise network performance. Such critical 
issues pointed out should be urgently tackled to successfully 
commercialise Hybrid SDNs, in the transition towards full 
SDN deployment, moreover to support a plethora of high 
bandwidth next generation bandwidth hungry services and 
applications.  

REFERENCES 
[1] Ericson. Ericson Mobility Report, 

https://www.ericsson.com/assets/local/mobility-
report/documents/2018/ericsson-mobility-report-november-2018.pdf 

[2] A. Rashid, M. Reisslein and S. Nadir, “Hybrid SDN Networks: A 
Survey of Existing Approaches,” IEEE communications survey and 
tutorials, vol. 20, no. 4, 2018 

[3] Z. Shu, J. Wan, J. Lin, S. Wang, D. Li, S. Rho and C. Yang, “Traffic 
Engineering in Software-Defined Networking: Measurement and 
Management,” Access IEEE, pp. 3246-3256, vol. 4. 2016  

[4] N. Bizanis and F. A. Kuipers, ‘‘SDN and virtualization solutions for the 
Internet of Things: A survey,’’ IEEE Access, vol. 4, pp. 5591–5606, 
2016 

[5] H. Li, Traffic Scheduling in Software-defined Backhaul Network, PhD 
Thesis, University of Sheffield. July, 2018 

[6] A. Srikanth, P. Varalakshmi, V. Somasundaram, P. Ravichandiran, 
"Congestion Control Mechanism in Software-Defined Networking by 
Traffic Rerouting," Computing Methodologies and Communication 
(ICCMC) 2018 Second International Conference on, pp. 55-58, 2018 

[7] IP Routing: OSPF Configuration Guide, Cisco IOS Release 12.4T by 
Americas Headquarters   Cisco Systems, Inc.  

[8] A. Mendiola, J. Astorga, E. Jacob, and M. Higuero, “A survey on the 
contributions of software-defined networking to traffic engineering,” in 
IEEE Commun. Surveys Tuts., vol. 19, no. 2, pp. 918-953, 2017. 

[9] D. Farinacci, G. Fedorkow, A. Conta, Y. Rekhter, C. R. Eric; T. Li, 
"MPLS Label Stack Encoding". tools.ietf.org. Retrieved 13-03-2018  

[10]  U. Zakia and H. B. Yeder, “Dynamic load balancing in SDN-based data 
center networks,” 2017 8th IEEE Annual Information Technology, 
Electronics and Mobile Communication Conference (IEMCON), pp. 
242-247, 2017  

[11] A. S. Milani and N. J. Navimipour, “Load balancing mechanisms and 
techniques in cloud environments:  Systematic literature review and 
future trends,” Journal of Network and Computer Applications, vol. 71, 
pp. 86-98, 2016. 

[12] T. Han and N. Ansari, "A traffic load balancing framework for software-
defined radio access networks powered by hybrid energy sources," 
IEEE/ACM Transactions on Networking (TON), vol. 24, no. 2, pp. 1038-
1051, 2016. 

[13] R. Yanusaga, Y. Nakayama, T. Mochida, Y. Kimura and K. Suzuki, 
“Optimal Load Balancing Method for Symmetrically Routed Hybrid 
SDN Networks” Proceedings of APCC201, pp. 234-238, 2018 

[14] I. F. Akyildiz, A. Lee, P. Wang, M. Luo, W. Chou, A roadmap for traffic 
engineering in SDN- OpenFlow networks, Comput. Netw. 74 (2014) pp. 
1-30, 2014 

[15] Y-Jin Kim, J. E. Simsarian and M. Thottan, “Software-Defined Traffic 
Load Balancing for Cost Effective Data Center Interconnection Service,” 

______________________________________________________PROCEEDING OF THE 25TH CONFERENCE OF FRUCT ASSOCIATION

---------------------------------------------------------------------------- 456 ----------------------------------------------------------------------------



IFIP/IEEE International Symposium on Integrated Network 
Management (IM2017), pp. 255-262, 2017 

[16] T.-L. Lin, C.-H. Kuo, H.-Y. Chang, W.-K. Chang, and Y.-Y. Lin, "A 
Parameterized Wildcard Method Based on SDN for Server Load 
Balancing," in: International Conference on Networking and Network 
Applications (NaNA), pp. 383-386, 2016 

[17] Y-J. Kim, J. E. Simsarian and M. Thottan, “Software-Defined Traffic 
Load Balancing for Cost-Effective Data Center Interconnection 
Service,” IFIP/IEEE International Symposium on Integrated Network 
Management (IM2017), pp. 255-262, 2017 

[18] L. Vanbever, and S. Vissicchio, “Enabling SDN in old school networks 
with software-controlled routing protocols,” in: Presented as part of the 
Open Networking Summit 2014 (ONS 2014), 2014 

[19] Y. Guo, Z. Wang, X. Yin, X. Shi and J. Wu, “Traffic Engineering in 
SDN/OSPF Hybrid network,” in Proc. IEEE Int. Conf. Protocols 
(ICNP), Raleigh, NC, USA, pp. 563-568, 2014 

[20] M. Caria, T. Das, and A. Jukan, “Divide and conquer: Partitioning OSPF 
networks with SDN. In: 2015 IFIP/IEEE International Symposium on 
Integrated Network Management (IM),” in: IEEE INFOCOM, pp. 467-
474, 2015 

[21] C.-Y. Chu, K. Xi, M. Luo and H. J. Chao, “Congestion-aware single link 
failure recovery control in Hybrid SDN networks,” in: Comp. Commun. 
(INFOCOM), pp. 1086-1094, 2015 

[22] C. Ren, S. Wang, J. Ren, X. Wang, T. Song and D. Zhang, “Enhancing 
Traffic Engineering Performance and Flow Manageability in Hybrid 
SDN,” in Proc. IEEE Glob. Commun. Conf. (GLOBECOM), 
Washington, DC, USA, 2016 

[23] Y. Guo, Z. Wang, X. Yin, X. Shi and J. Wu, “Traffic Engineering in 
hybrid SDN networks with multiple traffic matrices,” Computer 
Networks, vol. 126, pp. 187-199, 2017 

[24] J. Zhang, K. Xi, M. Luo and H. J. Chao, “Load Balancing for Multiple 
Traffic Matrices Using SDN Hybrid Routing,” in Proc. IEEE 
International Conference on High Performance Switching and Routing 
(HPSR), pp. 44-49, IEEE, 2014 

[25] Y. Hu, W. Wang, G. Xianyang, X. Que, Y. Ma and S. Cheng, 
“Maximising Network Utilisation in Hybrid Software-Defined 
Networks,” IEEE Global Communications, 2015 

[26] J. He and W. Song, “Achieving near-optimal traffic engineering in 
hybrid software-defined networks,” in Proc. IEEE IFIP Networking 
Conference (IFIP Networking), pp. 1–9, IEEE, 2015 

[27] C. Lin, K. Wang and G. Deng “A QoS-aware routing in SDN hybrid 
networks,” Procedia Comput. Sci., vol. 110, pp. 242-249, Jul. 2017. 

[28] M. K. Awad, Y. Rafique and R. A. M’Hallah “Energy-aware routing for 
software-defined networks with discrete link rates: A benders 
decomposition-based heuristic approach,” Sustainable Computing: 
Informatics and Systems 13, pp. 31-41, 2017  

[29] M. F. Tuysuz, A. Kubura, Z. K. Ankarali and D. Gozupek, "A survey on 
energy efficiency in software-defined networks," Computer Networks, 
vol. 113, pp. 188-204, 2017. 

[30] M. Maksimovic, “Greening the future: Green Internet of Things (G-IoT) 
as a key technological enabler of sustainable development,” in Internet 
of Things and Big Data Analytics Toward Next Generation Intelligence. 
Cham: Springer International Publishing, pp. 283–313, 2018  

[31] F. Idzikowski, L. Chiaraviglio, A. Cianfrani, J.L. Vizcaíno, M. Polverini, 
Y. Ye, “A survey on energy-aware design and operation of core 
networks,” IEEE Commun. Surv. Tut. 18 (2) 1453–1499, 2016 

[32] A. Fernández-Fernández, C. Cervelló-Pastor and L. Ochoa-Aday, 
“Achieving Energy Efficiency: An Energy Aware Approach in SDN,” in 
Proceedings of the IEEE Global Communications Conference 
(GLOBECOM), Washington, DC, USA, 4–8, pp. 1–7, December 2016 

[33] N. Huin et al., “Bringing energy aware routing closer to reality with 
SDN hybrid networks,” INRIA, Sophia Antipolis, France, Res. Rep. RR-
9020, 2017 

[34] H. Wang, Y. Li, D. Jin, P. Hui, and J. Wu, “Saving energy in partially 
deployed software-defined networks,” IEEE Transactions on Computers, 
vol. 65, no. 5, pp. 1578–1592, 2016 

[35] Y. Wei, X. Zhang, L. Xie, and S. Leng, “Energy-aware traffic 
engineering in hybrid SDN/IP backbone networks,” Journal of 
Communications and Networks, vol. 18, no. 4, pp. 559–566, 2016 

[36] J. Galan-Jimenez, “Minimisation of energy consumption in IP/SDN 
hybrid networks using genetic algorithm,” SustainIT: 79-83, 2017 

[37] X. Jia, Y. Jiang, Z. Guo, G. Shen, and L. Wang, “Intelligent path control 
for energy-saving in hybrid SDN networks,” Computer Networks, vol. 
131, pp. 65–76, 2018 

[38] J. Galan-Jimenez, “Legacy IP-upgraded SDN nodes trade-off in energy-
efficient hybrid IP/SDN networks,” Computer Communications 
114(2017) pp. 106-123, 2017 

[39] R. Maaloul, R. Taktak, L. Chaari and B. Cousin, “Energy-Aware 
Routing in Carrier-Grade Ethernet using SDN Approach,” IEEE 
Transactions on Green Communications and Networking, pp. 1-21, 2018 

[40] Jin C. et al. "Telekinesis: Controlling legacy switch routing with 
OpenFlow in hybrid networks," in Proc. 1st ACM SIGCOMM  
Symp. on Software-Defined Networking Research, pp. 1-7,  
June 2015 

[41] A. Fernández-Fernández & C. Cervelló-Pastor, “A multi-objective 
routing strategy for QoS and energy awareness in software-defined 
networks,” IEEE Communications Letters, vol. 21, no. 11, pp. 2416–
2419, Nov. 2017. 

[42] A. Fernández-Fernández, C. Cervelló-Pastor, L. Ochoa-Aday, and P. 
Grosso, “An Online Power Aware Routing in SDN with Congestion-
Avoidance Traffic Reallocation,” in Proc. of the 17th IFIPTC6 
International Networking Conference (NETWORKING’18), May 2018.   

[43] P. Wang, S-C. Lin and M. Luo, “A Framework for QoS-aware Traffic 
Classification Using Semi-Supervised Machine Learning in SDNs,” 
IEEE International Conference on Services Computing, pp. 760-765, 
2016 

[44] S.-C. Lin, P. Wang and L. Min,” Jointly optimized QoS-aware 
virtualization and routing in software-defined networks,” Computer 
Networks Journal 29 (2016), pp. 69 – 78, 2016 

[45] N. Saha, S. Bera and S. Misra, “Sway: Traffic-Aware QoS Routing in 
Software-Defined IoT” in IEEE Trans. On Emerging Topics in 
Computing, pp. 1-12, 2018 

[46] C. Sieber et al., “Network configuration with quality of service 
abstraction for SDN and legacy networks,” in proc. IFIP/IEEE Int. 
Symp. Integr. Netw. Manag. (IM), Ottawa, ON, Canada, 2015, pp. 1135-
1136  

 

______________________________________________________PROCEEDING OF THE 25TH CONFERENCE OF FRUCT ASSOCIATION

---------------------------------------------------------------------------- 457 ----------------------------------------------------------------------------




