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Abstract—Pragmatic markers are an integral part of
spontaneous spoken speech, however, they still have no
systematic scientific description. These speech elements perform
mostly pragmatic functions and are characterized by almost
complete absence (or significant weakening) of lexical and/or
grammatical meaning. The frequency of pragmatic markers in
speech exceeds that of almost all content words. Because of that,
for the improvement of many current NLP tasks, it is very
important to obtain proper systematization of pragmatic markers
and to develop effective and reliable schemes for their annotation.
In current research, we describe the preliminary set of pragmatic
markers categories and present the results of two stages of their
pilot annotation made independently by a group of experts.

I. INTRODUCTION

Spoken speech is a sufficiently complex object for any
automated systems of audio signal processing, due to its native
(natural) uncertainty and diffuseness. Moreover, the detailed
analysis of authentic spoken data made in real-life
environment reveal the number of phenomena, which are
extremely important for the process of oral communication,
but which still remain out of view of linguists and specialists
in speech technologies, because they rarely occur in usual
“laboratory speech”. The ignorance of these real-speech
elements leads to noticeable shortcomings in work of NLP
systems when they face spontaneous speech of everyday
spoken discourse. Therefore, for many speech technologies
systems it is important to have better understanding of the set
of elements used in everyday discourse, as well as of the rules
of their functioning.

Pragmatic markers should be noted first in the list of real-
speech phenomena. They are speech elements that are devoid
(either completely or partially) of lexical and sometimes
grammatical meaning. Their main task is to perform different
pragmatic functions. Pragmatic markers are an integral part of
spoken speech but up to present they still have no systematic
scientific description. The aim of the research presented in this
paper was to propose a working scheme for systematization of
pragmatic markers of Russian everyday speech, to develop
annotation rules for these speech elements, and to test this
rules by means of independent annotation of “live” speech
recordings by several experts.

II. STUDIES OF PRAGMATIC MARKERS: STATE-OF-THE-ART

In this paper, by “pragmatic markers” we mean discourse
units (words and multiword expressions) with a weakened
referential meaning, which perform a variety of pragmatic or
procedural speaker’s tasks [1]. The semantics and the grammar
of original forms, from which pragmatic markers derive, are
replaced by their pragmatic function in spoken texts
(e. g., Russian ‘omo camoe’, ‘kax ezo (eé/ux)’, ‘ckascem max’,
etc.).

The term “pragmatic marker” was first introduced by
B. Fraser [2, 3]. According to Fraser, pragmatic markers signal
important aspects of the speaker’s message. They are related
with “the ways in which the linguistically encoded information
of sentence meaning provides an indication of the direct,
literal messages intended by the speaker” [3]. Being embedded
in sentences, pragmatic markers are ‘“separate and distinct
from the propositional content of the sentence” [Ibid.].

It should be mentioned that in contemporary linguistic
studies several other terms have been used earlier to describe
pragmatic units — “discourse particles”, “discourse markers”,
“modal particles”, etc. The most frequent term here is
“discourse markers” (DMs) that are sufficiently well described
in the scientific literature [4—12]. The common characteristic
for discourse markers and pragmatic markers is their ability to
help the speaker to structure the discourse.

Let us first consider the distinction between pragmatic
markers (PMs) and discourse markers (DMs). DMs can
express the speaker's conscious attitude toward the subject of
speech (for example, introductory words), and PM verbalize
speaker's attitude to the process of speech production,
including all difficulties and hesitations in the course of this
process. Further, while DMs are pronounced by the speaker
consciously, being valuable units of any (oral and written)
discourse and having have both lexical and grammatical
meaning (now, again, by the way, of course, probably, first,
etc.), PMs are pronounced unconsciously, as speech
automatisms, they are absent of lexical meaning being almost
completely “agrammatical”. DMs are included in the
dictionaries of the Russian language, and PMs are still outside
of lexicographic description.
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The presented research is a first approach to annotate and
study PMs using methods of corpus linguistics. Though the
meanings of terms PMr and DM do not fully coincide, the
approaches of their corpus studies and annotation have much
in common. Because of that, on the stage of elaboration of
PMs annotation scheme and methods of analysis, we took into
account the recent works on DMs annotation, too. Some of
them are briefly described in this section below.

Among other types of annotation (morphological tagging,
syntactic parsing etc.), the pragmatic one is considered to be
one of the most important for speech corpora and supposes
annotation of speech acts, turn-taking or pragmatic markers
[13, 14]. In many cases and especially for small datasets,
pragmatic annotation is performed manually since there are
still no appropriate tools for its automatic analysis. Another
problem of corpus pragmatics concerns the fact that most of
pragmatically annotated corpora are “coded for selected
aspects of pragmatic interests only” [15].

In [16], the annotation of discourse markers is
implemented by the EXMARaLDA annotation tools, which
allows to mark two or more functions for each marker in
different contexts. It is done manually or semi-automatically
based on the prescribed list of possible DM-functions.

The MDMA (Model for Discourse Marker Annotation)
project is aimed at labelling discourse markers in spoken data
through the manual selection of DMs by the coders and their
further semantic, syntactic and pragmatic annotation; this
methodology is also named “back-and-forth from theory to
data” [17]. The results of this research showed that only
markers in the initial position of the sentence are well
identified by the algorithm based on statistical modeling
(conditional trees and multifactorial analysis) [18].

L. Crible and S. Zufferey conducted the annotation of DMs
both in spoken speech and in written texts for two languages—
French (annotators’ native language) and English [19]. To
identify the DM functions, the researchers used the structure
of four domains — ideational, rhetorical, sequential, and
interpersonal. It should be noted that the Penn Discourse
Treebank (PDTB) [20] taxonomy is considered to be not
suitable for DMs, as it was designed only for written texts. It
turned out that the annotation of DMs in written texts is not an
easy task, either. Thus, two experiments were designed: first,
the potential candidate for DMs were found, which shows that
coder who was expert in written text analysis pointed more
DMs in written texts than in spoken ones, and vice versa with
another annotator; second, the annotation of DM functions was
conducted, which reflects the inter-annotator agreement from
34% (for English texts) to 52% (for spoken French). However,
there were several issues during the annotation: the first
problem was the distinction between ideational and rhetorical
relations, the second issue concerned the distinctions between
semantically overlapping functions, such as, e.g., conclusion
and reformulation, and the third source of disagreement was
authors’ discovery of missing functions in the taxonomy, (e.g.,
meaning of a “goal”). As a result, a greater precision in the
criteria used to disambiguate similar functions of DM and the
inclusion of additional paragraphs in the instruction to
ambiguous meanings of DM are adopted.

L. Crible and M.-J. Cuenca [21] also report that most
annotation models of DMs were designed for written
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discourse: the Rhetorical Structure Theory (RST) [22], the
Penn Discourse Treebank [20], and the Cognitive approach to
Cognitive Relations (CCR) [23]. On the material DisFrEn, a
French-English corpus, DMs were identified without using a
closed list, if the words (conjunctions (and, but, although),
adverbs (actually, well), prepositional phrases (in fact, by the
way) or verb phrases (you know, I mean, if you will)) “met the
criteria of procedurality, syntactic optionality, fixedness (i.e.
grammaticalized), discourse-level scope and metadiscursive
function (discourse relation, topic structure, turn exchange,
speaker-hearer relationship)” [23]. The syntactic position, co-
occurrence and sense disambiguation of DM were marked.
The authors discuss the challenges of discourse markers
annotation, such as truncated structures in spontaneous speech,
the ambiguity of language in general and of some DMs in
particular, the polysemy and the multifunctionality of some
markers that can perform many different functions, in one and
the same or in different contexts. All such cases make the
automatic annotation of DMs not very possible. Hence, the
researchers suggest not looking for two “necessary” for the
discourse relations arguments and not trying to match the ideal
formula “one form — one function”.

D. Verdonik, M. Rojc, and M. Stabej [9] analyzed DMs in
the corpus of Slovenian telephone conversations TURDIS,
including into the list of DMs such phenomena as hesitations,
traditionally understood DMs, and background signals, such as
I see, right, okay, etc. They also try to deal with cases of
markers co-occurrence, describing the most widespread chain
of markers at the beginning of an utterance. The researchers
reduce all the functions of DMs to the following: signaling
connections to the propositional content, building relationship
between the participants in a conversation, expressing the
speaker’s attitude to the content of the conversation, and
organizing the course of a conversation. It is noted that for
most cases “it is not possible to say that a discourse marker
performs only one of these pragmatic functions” [9]. The
authors point out that there is “no consistency on which
expressions count as discourse markers, therefore we have to
reconsider how to set a framework for annotation” [9] and
suggest either to do manual annotation first, so that an
algorithm can be trained on this database, or automatic one
first, and after manually correct it. Their material allows
performing automatic annotation for marking only hesitations,
but many expressions that can function as DMs, as well as the
elements of the propositional content of an utterance, need to
be manually checked.

The first attempt to annotate discourse markers in a
multilingual parallel corpus (Arabic-Spanish-English) is
provided in [24]. The researchers use PRAGMATEXT model
of annotation which includes the list of pragmatic tags, such as
marking emotional language, discourse relations, discourse
modality, evidentiality, metaphor, speech act, and deixis. After
the POS-tagging, the annotation of markers in Spanish corpus
was made using the monolingual Spanish lexicon of discourse
markers. These texts were compared with texts in another two
languages in order to define discourse markers with a help of
bilingual lexicon. If the discourse marker is non-ambiguous, it
is automatically tagged, as authors state. The ambiguous
markers are disambiguated with the following context rules:
prosodic features reflected through the punctuation (since
corpus contains written texts) and the position of occurrence of
DM within the sentence (inter-sentential segment). The
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statistical model for automatic disambiguation of DMs is
planned to develop and to verify its results in future. As the
factors which prevent the creation of automatic pragmatic
annotation means, the authors mention following: the lack of
consensus in the classification of DMs, their categorical,
syntactic, and discursive ambiguity, and the distinction
between DMs and idiomatic expressions, as well as the ability
of DMs to form the idiomatic expressions.

Thus, it can be seen, that pragmatic annotation of corpus
data may be performed in different ways and using a variety of
tools, which can facilitate the process of manual annotation.
However, the fully automatic annotation, even based on the
approximately closed list of pragmatic markers, is not possible
to date.

III. PRELIMINARY SET AND FUNCTIONS OF PRAGMATIC
MARKERS IN SPOKEN RUSSIAN

Examination of everyday speech transcripts leads to the
conclusion that in spoken Russian PMs perform many
important pragmatic functions. First of all, we should mention
marking speaker's word-search hesitation (the Russian exam-
ples may be ‘xax eco’(‘eé’, ‘ux’), ‘omo’, ‘omo camoe’) and the
reaction (or reflection) to the result of this search (‘cxaorcem
mak’, ‘umu kak eco mam?’), as well as the metalanguage
commenting on the process of speech production itself (‘uy ne
3Ha10’; ‘umo ew€?’, ‘3naewn’/ 3naeme)’, ‘NPUKUb/ NPUKUHb-
me’). Besides, there are hedging elements (e. g., ‘muna moeo’,
‘unu Kax ayywe ckazams’, ‘my mam’), markers introducing
someone else's words (‘muna mozo umo’, ‘6éom mon’, ‘epum’,
‘maxour’) and other types of pragmatic elements.

The preliminary observations show that several dozens of
such PMs, being quite different in respect to their structure and
polyfunctionality, are capable to fulfill about 10 basic
functions. Moreover, the frequency of PMs in speech exceeds
that of almost all content words [25]. PMs are functionally
important both for the process of speech generation and for
overcoming inevitable speech difficulties. They are used in
particular:

1) for marking the beginning or ending of utterances,

2) for attracting interlocutors' attention,

3) as a reaction to a mistake,

4) while searching for a word or other ways to proceed
talking further,

5) for introducing someone else's speech into the narrative,

6) for introducing a new thought that just came to mind,

7) for correction of certain fragments of speech, and so on.

A preliminary version of pragmatic markers typology has
been proposed by Natalia Bogdanova-Beglarian in recent
academic papers [26], however it requires its validation on the
basis of representative speech data, which is to be done in the
nearest future.

Below is an exploratory typology of pragmatic markers,
that we have used for annotating Russian spoken speech in our
experiment [1]:

— Discourse pragmatic markers, which are used for
structuring spoken texts. They include starting, guiding
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(navigational) and final markers (e.g., ‘snauum’, ‘som’,

‘Oymaro umo’, ‘3naewb 6om’, ‘6¢é’).

— Search pragmatic markers (‘amo camoe’, ‘kax ezo (eé,
ux)’, ‘xax smo’, ‘umo ewé’), which provide the speaker with
some extra time to find the proper word or expression.

— Reflexives, or pragmatic markers that reflect the
speaker's reaction to his/her own words (‘wiu xkax e20?’, ‘unu
KaK mam npasunvio ckazams?’, ‘unu kaxk mam?’).

— Approximators are pragmatic markers used for the
replacement of some enumeration or its part. For this purpose,
various “substitutes” are used, which signs that enumeration is
possible or can be continued. In the first case, the markers of
complete replacement indicating the result of “the substitution
strategy” action are used. In the second case, the markers of
partial replacement, referring to the “combining strategy” of
the speaker are employed (‘sce dena’, ‘6cé maxoe npouee’,
‘(u) mo (u) opyeoe’, ‘mo-cé’, ‘myda-crooa’, ‘namoe-oecsimoe’,
‘ona-6na-ona’).

— Xenoindicators, or markers that introduce someone
else’s speech into the utterance (‘epum’/’ecuim’, ‘ax’, ‘muna
moeo (umo)’, ‘makoi’, ‘eom’, etc.).

— Metacommunicative pragmatic markers are meta-
comments to the speech, aimed at establishing a contact with
interlocutor(s) or listener(s), as well as at speech
comprehension by the speaker himself (‘snaewn(-me)’,
‘nonumaewn(-me)’, ‘0a’).

— Deictic pragmatic markers, whose function is related
primarily to the discourse unit ‘som’ (‘6éom 30eco som’, ‘6éom
maxoe 6om’, ‘6om max 6om’).

— Rhythm-forming pragmatic markers are used to
rhythmize spoken text (‘6éom’, ‘mam’, ‘xopoue’, ‘max’).

— Pragmatic markers of self-correction are used to correct
an utterance (‘omo’, ‘omo camoe’, ‘ne’, ‘ne max’).

— Markers of speech “non-triviality” (‘max cxascem’,
‘Kak amo’, ‘max Hasvieaemviil’).

— Hesitation markers (‘mam’, ‘asmo’, ‘m-m’, ‘3-3").

— Interjectional pragmatic markers, which differ from the
interjections (which are often the etiquette ones) because they
acquire either a new semantics, or a new pragmatics or
prosodic design (‘Opacvme nooacancmal’, ‘wac-wac-wac-
wac’, ‘oyoem meobe’).

It is expected that this provisional version is liable to
undergo some changes or refinements in the process of its
validation on representative spoken data [1].

IV. RESEARCH DATA

Data from two representative speech corpora are planned to
be used to study functioning of pragmatic markers in spoken
Russian [27]:

1) the corpus of Russian everyday speech “One Day of
Speech”, known as the ORD corpus, which contains all types
of everyday spoken discourse [28], and
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2) the “Balanced Annotated Text Collection /Textotec”
(SAT, containing monologic speech) [29].

An exploratory annotation of PM described in this paper
made on the data of the first of them.

The corpus of Russian everyday speech “One Day of
Speech” (ORD), which is currently the most representative
resource for the analysis of spoken Russian, provided data for
compiling a preliminary list of PMs in Russian spoken speech.
Based on this list, a typology of Russian PMs was proposed,
which is supposed to be suitable for automatic processing of
large data sets [28], [30], [31].

The ORD corpus contains 1,250 hours of sound recordings
obtained from 128 informants, which are native speakers of
Russian, living in St. Petersburg, and more than 1,000 of their
interlocutors, which represent various social groups. At present
2800 macroepisodes of everyday speech communication are
described, speech transcripts exceed 1 million of words [31],
[32]. The records were made by means of the 24 h-monitoring
method and were further transcribed in the ELAN linguistic
annotator [33].

For the pilot annotation of PMs, it was decided to use ORD
subcorpus described in [34]. The subcorpus contains fragments
of everyday communication of 12 respondents and their 10
interlocutors, lasting 1h 46 min in total. The episodes for this
subcorpus have been selected from everyday (non-
professional) conversations of respondents with their relatives,
friends or colleagues. The amount of the speech material is
comparable to a well-known spoken Russian corpus
“Rasskazy o snovideniyax” (Night Dream Stories) [35].

The subcorpus contains episodes of speech communication
of the balanced sample of respondents, representing two
gender groups (6 men and 6 women), three age groups (four
representatives for each — youth, middle-aged and seniors —
group) and at least one representative of 4 social class groups:
(a) high-level personnel, businessmen and self-employed
individuals, (b) salaried employees, (c) students (including
those who works), (d) unoccupied people, including non-
working pensioners. Besides, the subcorpus contains speech of
representatives of the following professions: 1) a worker, 2) a
soldier, 3) an engineer, 4) an IT-specialist, 5) a teacher,
6) a physicist, 7) an art historian, 8) a marketer, 9) a lawyer,
and 10) a musician [34].

In total, the research subcorpus contains 16060 tokens of
speech transcripts, 10259 of which are words.

V. DEVELOPMENT OF ANNOTATION SCHEME

In order to elaborate an optimal approach to pragmatic
markers annotation, two stages of trial annotation were carried
out. In both cases, four experts took part in annotation of the
same speech data. All experts have considerable experience in
transcribing and analyzing sounding speech. It was considered
important to provide independence of experts' estimations so
that it would become possible to compare the results and to
measure their consistency.

All annotations were made in ELAN, which provide
immediate access to sounding of speech transcripts. The ORD
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transcribing conventions were described in [28]. For PM
annotation, four additional tires were added to the ORD
annotation files:

Tier 1. PM — On this tier PMs are given in the same form as
they are presented in the speech transcripts. Here, it is obligatory
to use standard spelling of words, despite their possible phonetic
variation. For example, the reduced forms should be written in
their full forms (e. g., not ‘wac’, but ‘ceiiuac’); the hyphens in
repetitions and particles like ‘-mo’, ‘-ka’ should not be put (e. g.,
‘cettuac ceuuac ceuuac ceuuac’, ‘mym mo’, ‘uou xa’); all
auxiliary symbols like the lengthening sign should be removed
from this level (e. g., not ‘0a(:)’, but ‘0a’). However, a hyphen
in indefinite pronouns with ‘-mo’, ‘-1u60’, ‘-nubyowv’, ‘xoe-’
(‘kmo-mo’, ‘xomy-mb0’, ‘Kocda-Hub6yow’, ‘xoe-umo’) should
remain.

Tier2. PM Function — This tier was introduced for
annotating both the main and additional functions of pragmatic
markers. All appropriate functions should be listed in a single
tag, without spaces, and in alphabetical order. If it was
impossible to distinguish the main function among others, the
list of all relevant functions should be given (e.g., ‘PX° =
rhythmizing and hesitation (see below for the details).

Tier 3. PM Speaker — This is a tier, on which standard
codes of speakers, participated in the conversation, should be
given. This option allows to select automatically the PMs,
pronounced by various speakers or groups of speakers.

Tier 4. PM Comment — The Comment-Tier is very useful
for commenting PM actual usage, such as real phonetic
pronouncing of the word, its prosody features, as well as various
other characteristics of PM occurrence in speech.

A detailed step-by-step instruction for annotators was
compiled. The experts performed the annotation of the same
files independently of each other. The list of PM functions and
the list of tags for them were slightly revised after each stage of
annotation.

A. The first pilot annotation

For the first pilot annotation, an expanded list of pragmatic
marker functions was proposed (see below).

Annotators were asked: 1) to mark all PMs which occur in
recordings, spelling them in standard form on the PM-Tier and
indicating the actual borders of PM in oscillogram, 2) to
determine the main function of PM and to place the
corresponding tag in the first place on the annotation on
Function PM tier, while the remaining or additional functions
should be listed further in the alphabetical order, 3) to give the
code of correspondent speaker, and 4) to fill the Comment-tier
when applicable.

Here is the list of 14 basic PM-functions used in the first
stage of annotation:

1)  APPR — approximator marker;

2)  DEICT — deictic marker;

3)  ZAMEST-PR — replacement marker for the whole set
or its part;




PROCEEDING OF THE 23RD CONFERENCE OF FRUCT ASSOCIATION

4)  ZAMEST-CHR — replacement marker for someone’s
speech, e. g., ‘Ona-6na-o1a’;

5)  XEN — quotational marker;

6)  MET — meta-communicative marker;

7)  NAVIG — navigational marker;

8)  SEARCH — searching marker;

9)  REFL — reflexive marker;

10) RHYTHM — rhythm-forming marker;
11) SELFCORR — marker of self-correction;
12) START — starting marker;

13)  FIN — final marker;

14) HES — hesitation marker.

Besides, the annotators had the opportunity to assign to PMs
some new functions when necessary and to express their
uncertainty about marking a particular PM at the comment level.
Besides, they were invited to describe phonetic features of PM
with the help of special symbols.

Thus, on the Comment PM level, some additional features
concerning the use of PMs could be noted. For example,
phonetic reduction of the form (e. g., ‘crbiumums’ — “crviu’, or
‘eo6opsam’ — ‘epam’), some special intonation form of PMs,
and some pragmatic issues (e. g., the rhetorical function of the
marker, expressed in the hypercorrection of the speaker, or
speaker's desire to decorate his/her own speech, like in
‘cobcmeenHo 2080ps’).

On the Fig. | one may see the example of PM annotation in
ELAN, and the Table | presents a fragment of annotation
database, which was obtained by exporting these data from
ELAN to MS Access.

The pilot annotation allowed to replenish the preliminary list
of PMs by some new pragmatic units that had stayed out of the
researchers' sight, such as: ‘umu ewé umo-mo maxoe’ (reflexive
marker,  marker-approximator),  ‘MUHYMOUKY-MUHYMOUKY’
(hesitation marker), ‘smauum max’ (navigational marker), ‘mo
mo’ (e.g, in the phrase like ‘s cosopio / 3a smo evi mme
noonumume () mam 6éom smo / mo mo’ — replacement marker),
etc.

In the result of the first annotation state, it turned out that the
best agreement between experts was achieved for pragmatic
markers of the following types: Meta-communicative
pragmatic markers (‘nonumaews’, ‘3uaewn’, ‘caywail’, etc.),
Xenoindicators (‘eoeopio’, ‘muna’, ‘maxas’, etc.), and
Reflexives (‘mak ckazamv’). Rather good results were showed
when attributing Approximators (‘xax 6vl’, ‘muna’, etc.), too.
However, there were less consent when annotating PMs, which
may perform in speech several different functions (e. g., ‘6om’,
‘kopoue’, ‘mam’, etc.). Besides, the annotators faced difficulties
when selecting one main function between two, which have
much in common (e.g., between Hesitation and Search
pragmatic markers). Moreover, the first stage of annotation
highlighted the need for unification of PM spelling, indicating
its major variant, as a number of variations turned out to be
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possible. For example, ‘() ne 3naw’, ‘(ny) ne suaio, (8) amo
camoe’, ‘nomumaewv (1), ‘(s1) (orc) eosopro’, ‘(mwi) 3Haewb
(umo)’, etc.

Therefore, for the second pilot annotation it was decided to
make some changes into PM annotation scheme. Thus, it was
decided to use an invariant representation of each PM. For this
purpose, the list of these variants has been compiled. The list
of PM functions has also been slightly changed (e.g., it was
agreed to combine Hesitation and Search pragmatic markers,
as they are often occurred in the same position as marked by
different coders). Navigational, Starting, and Final PMs have
been also united into a new Boundary type.

B. The second pilot annotation

When preparing the instruction for the second trial
annotation, it was decided, first, to use a shorter list of PM
functions, and second, to remove the mandatory requirement of
indicating the main function of PMs. The last change was
introduced due to the fact that almost every PM in spoken
speech turned out to be polyfunctional, and the hierarchy of its
functions turned out to be a complex phenomenon, which is
difficult to describe unambiguously and unanimously. In the
new annotation scheme, annotators were asked to list all
relevant functions in the alphabetical order. Notation has also
been changed, as it seemed expedient to increase readability of
multifunctional codes.

For the second pilot annotation, the following 10 main PM
functions were approved:

1)

2) G — Dboundary marker, which includes former
starting, final, and navigational markers (‘6éom’, ‘kopoue’, etc.);

3) D — deictic marker (‘6om smom eom’, ‘6éom ciooa
eom’, ‘6om makoii 6om’),

4)  Z — replacement marker referring to some whole set
or its part (‘u max danee’, ‘u 6cé makoe’, ‘mo-cé’), as well as
for imitating someone else’s speech (‘Ona-6na-61a’),

A — marker-approximator (‘muna’, ‘xax 6vl’, etc.);

5) K — “xeno” marker that introduces someone’s speech
(‘eo6opum’, ‘muna’, etc.);

6) M — meta-communicative marker that refers to
“communication about communication” (‘3uaewn’, ‘6uduun’);

7)  F — “reflexive” marker that expresses reflection on
what is said (‘max ckazamy’, etc.);

8) R — rhythm-forming marker (‘gom’, ‘mam’, etc.);

9)  C — marker of self-correction (‘6 cmwicne, ‘sepueir’,
etc.);

10) H — hesitation marker, including searching one

(‘omo’, ‘BOT’, ‘mam’, etc.).

The annotators agreed that it was easier to annotate according to
the rules of the second instruction. The problem of determining
both the main and additional functions of a particular marker
was solved as well. And what is more important, the second
annotation scheme allowed to achieve a better agreement of
results obtained between annotators. The following section
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TABLE I. THE EXAMPLE OF DATABASE OF ANNOTATION. FIRST STAGE (FRAGMENT)

. PM
No File S.t art Duration PM Phrase PM function | spea PM
name time Ker comment
1 ordS72-11 pm 5420 740 Kopoue Buepa kopoue / *I1 3sonut Eropun Gpar // HES NAVIG | U72
* .
5 ord$72-11_pm 13 150 180 cosopum MHE rOBOPUT cpouHO / *I1 Hy)Ha TBOsI OaHKOBCKas XEN un WHT:
KapTa // /reput/
3 ordS72-11_pm 16 756 329 5.2060pi0 | 5 TOBOPIO / OUEHb HHTEPECHO // XEN n72 /IF/E_;E /
4 ordS72-11_pm 21 865 330 2060pum 51 TOBOPUT XO4Y KyIUTb JiBa OuieTa B Tearp // XEN n72 /II?LI;)IIT /
* =
5 ordS72-11 pm | 24736 204 muna THITA KYTTH MHE /B2 Guiera BOT kKopoue / *I1 ceituac XEN U7
— HeMmeIeHHO / Bcé / ropro //
o =
6 ordS72-11 pm | 25960 240 com THIIA KYTTH MHE /B2 6unera BoT Kopoue / *II ceituac HES FIN 72
HeMme IeHHO / Bcé / ropro //
* =
7 | ordS72-11 pm | 26201 412 xopowe | T& KYIU MHE 118 busiera sot kopoue / 1 ceituac HES FIN n72
HeMeIeHHO / Be€ / ropro //
9 ordS72-11 pm 29246 475 512060pi0 | 51 TOBOPIO y MEHsI(?) ... XEN n72 /IF/I;I);S/
10 ordS72-11_pm 36732 376 52060pi0 | 51 TOBOPIO y MEHs THMA () ATOT CaMBbli ... XEN n72 Mrilg};éﬂ
11 ordS72-11_pm 37 400 600 muna sl TOBOPIO Y MeHsI TUMa () 3TOT CaMBIii ... XEN n72
12 ordS72-11_pm 38 004 886 5::2:;; 5L TOBOPIO y MEHs TUMA () 3TOT CaMBIif ... SEARCH n72
Maectpo$ / u () s TOBOPIO BPSLI JIH YET0-TO MOKHO WHT: /s
13 ordS72-11_pm | 41364 325 s 2060pro | Ha He€ kynuth / *IT moTomy uto 310 Maectpo$ // @ XEN nu72 ’ )
yry // pio
HHT:
14 ordS72-11_pm | 47673 302 2o080pum XOPOILIO TOBOPHT / 51 TIEPE3BOHIO // XEN n72 /rput/
5
16 | ordS72-11 pm | 56830 327 xopoue U OH KOpoue 3BOHUT / *I1 s yiKke B METPO CIIyCKaroCh HES un
!l
WHT:
- *
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19 ordS72-11 pm | 74 500 310 muna BoT / *I1 Tuna 6xas Oyay / *I1 3aunecy // XEN n72
HES
- *
20 ordS72-11 pm 89 980 740 Kopoue on / *II kopoue ... SEARCH n72
Halm HoBoroaHue nojgapku / *I1 ceersimuiics
oweiHuk Juist codaku / *I1 moHuMaels 310 Bee rjie-
21 ordS72-11_pm | 95959 486 noHUMAews | TO JISKHUT / OHO TAe-TO ecTh / *I1 OH ObLI 3aMedeH MET n72
BOOOIIIE 3a Tako# () epyHI0# 3a Besikoit / *I1 uto
JIydlle Jlaxe He JyMath //
Hy TbI noakkypatree ! *I1 Tak nana emy cBoio () TyT HES
22 | ordS72-11 pm | 108 140 285 amom 0 xapry // SEARCH Kl
0,
23 ordS72-11 pm | 119 840 394 makas a s Takas roBopio / Exarepunbl_CepreeBHb1% Her / XEN K1
*I1 oHa BbIILIA //
0, .
24 ordS72-11 pm | 120234 134 2060pi0 a 51 Takas roopio / Exarepunsr_CepreeBHb1% HeT / XEN K1 HHT:
*I1 oHa BbINLIA // /rppro/
0/ 9 | % .
25 ordS72-11_pm | 125 128 400 1 2080p10 Cepreesna% ? s naxe He 3Han | *I1 s roBopro Hy J1a XEN K1 WHT:
// @rm ! /rppro/
26 ordS72-11_pm | 129 766 439 51 2080pIO BOH(?) / *I1 51 roBopro Hy / *I1 mo eam o4eBHIHO ! XEN Kl Hll:go /ﬂ
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Fig. 1. The example of PM annotation in ELAN
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concerns the description of inner-annotation agreement analysis,
which has been performed in order to evaluate the effectiveness
of current PM-annotation methodology and to receive a more
detailed analysis of its approbation.

VI. INTER-ANNOTATOR AGREEMENT

The inter-annotator agreement is used, in particular, for
assessing the effectiveness (simplicity/comprehensibility,
completeness, etc.) of guidelines that are implemented in
manual annotation of corpus data. As a result of this assessment,
researchers can find out how clearly the linguistic categories
involved in the annotation are delineated.

There are three basic statistical measures for inter-rater
reliability: Cohen’s Kappa [36], Fleiss’ kappa [37], and
Krippendorff’s Alpha [38].

In current research, inter-rater reliability was calculated using
Kohen’s Kappa. It is based on the observed proportions of
agreement and disagreement between annotators in comparison
with the expected proportions. This coefficient is recommended
to be used in situations like ours, when a large number of items
is to be annotated by a small group of raters [39].

Before data processing, it was necessary to consider that
during the annotation process the variant implementations of the
same PMs were allowed. For example, analyzing the phrase */7
Hy 3uauum mam (...) naxooicy / ouxmyro et // *I1 [ordS19-03],
three annotators suggested three variants of the PM: ‘my
suauum’, ‘ny 3uauum mam’, ‘3navum’, and the fourth annotator
did not mark any PM at all in this utterance.

In the summary table, where the responses of annotators are
given, not only the basic version of the PM ‘suauum’ is given,
but also all its real implementations ‘uy 3nauum mam’ and ‘ny
suauum’. Accordingly, we can evaluate not only the
selection/non-selection of the PM in a particular utterance, but
also its concrete form. In the described case, the table contains
three lines corresponding to the three variants of PM marked in
a particular utterance, and the data on the presence/absence of
responses are presented in the form of codes “0” (if there is no
answer) and “1” (if the corresponding variant of the PM has
been annotated, and there is an answer). The fragment of the
table, which presents the data processed for inter-annotator
agreement is given in Table II.

TABLE II. THE ACCEPTED WAY OF CODING ANNOTATORS’ ANSWERS

PM Coder 1 | Coder 2 | Coder 3 | Coder 4
51 2080pI0 1 0 0 0
2080pI0 0 1 1 0
Hy 6om 1 1 0 1
som 0 0 1 0
muna 0 1 0 0
maxou 1 0 0 0
som 1 1 1 1
OH 2080pUm 1 0 0 0
2o60pum 0 1 0 1
HY 1A0HO 1 0 0 0

In the total, the table contains 1192 rows, which means that
the total number of the PM annotated in the utterances of the
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pilot subcorpus by the four annotators is 1192 units. Several PM
could be found and tagged in one utterance.

The table containing the answers of particular annotators was
processed in R [40], [41]. As a result, the inter-annotator
agreement index (kappa value) of 0.19 was obtained. The kappa
is measured in the range from -1 to 1, and for us it was desirable
to get a result close to 0.85, 0.9 or even to 1, since, according to
accepted scales of interpretation, such indicators are considered
high [25].

A low inter-annotator agreement index may indicate that
either all annotators act differently (that is, the guideline should
be improved), or there are those among them whose annotation
strategies differ fundamentally from the strategies of the others.
To test this assumption, we consistently excluded from the set
of processed data the responses of the Annotatorl, the
Annotator2, the Annotator3, and the Annotator4. As a result, we
obtained the best inter-annotator agreement coefficient after
excluding the Annotatorl (kappa = 0.47).

In the pairwise comparison of the answers of the four
annotators, the best inter-annotator agreement indices were
obtained for the Annotators 2 and 3, while comparing all the
annotators with the Annotatorl only negative results are
obtained, see Table III below.

TABLE III. THE PAIRWISE COMPARISON OF ANNOTATORS’ ANSWERS

Coders Kappa
Coder 1, Coder 2 | -0,15
Coder 1, Coder 3 | -0,10
Coder 1, Coder4 | -0,03
Coder 2, Coder 3 | 0,51
Coder 2, Coder 4 | 0,46
Coder 3, Coder 4 | 0,45

However, after bringing together all PM variants to the basic
ones, we were able to identify a number of PMs, which the
annotators extract most consistently. Among them PM
‘uouwn’, ‘sHaewn’, ‘sHavum’, ‘kax Ovl’, ‘nouumaewn’,
‘cnywair’, etc. (the data are presented in the Table IV). In the
rows for each PM, the number of uses marked by the particular
annotator is given. For this PM list, the Krippendorft’s Alpha
coefficient is 0.89, that is, according to the scales of assessment,
it can be estimated as high.

TABLE IV. THE MOST UNANIMOUSLY TAGGED PM

PM Coder 1 | Coder2 | Coder3 | Coder 4
BUOULUL 6 7 5 6
8CA X...HA 1 1 1 1
3Haews 13 15 15
Kak Ovl 21 24 21 23
nonumaeutv 8 8 6 5
caywai 5 5 5 5

On the other hand, there is a group of relatively frequent
PMs, which have been tagged less consistently — ‘goobuwye’,
‘gpooe’, ‘6cé’, ‘kopoue’, ‘ecosopum’, ‘Oymaio’ and other items
(see Table V). For a given list, the obtained Krippendorff’s
alpha value is 0.14.
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TABLE V. THE LEAST UNANIMOUSLY TAGGED PM

PM Coder 1 | Coder2 | Coder3 | Coder 4

6006We 0 0 0 20

som 116 91 45 177
6pode 2 0 6 11
6cé 4 0 0 23
2060pum 53 40 42 20

Ja 21 2 7 104
dymaio 4 4 2 11
Kopoue 32 28 16 32
Ha camom oene 1 7 0 8
He 3HAI0 15 16 2 16
max 22 13 12 39
maxoul 21 6 5 54
mam 55 30 45 89
muna 14 9 11 15

VII. CONCLUSION

The conducted double pilot annotation of the subcorpus of
everyday Russian speech, created on the basis of the ORD
corpus, allowed to improve the proposed typology of
pragmatic markers of spoken Russian [26] — to correct the
PM list, to expand the scope of their functions, and to approve
approaches to their annotation.

The comparison of the results of two stages of expert
annotation allowed to clarify the functional resources of PMs
in Russian oral spontaneous speech, and to develop an
effective annotation scheme designed for processing of a large
speech corpus. The obtained annotation results can be further
processed automatically, despite the involvement of a
relatively large number of PM-annotators.

The results of inter-annotator agreement measurement
allowed to identify the group of PMs that are consistently
recognized by all annotators. In regard to these PMs, we may
say that their functions in speech are rather clear and
unambiguous. However, we have revealed a group of other
PMs, which are not less frequent in Russian then the first ones,
but either they are not consistently perceived by annotators as
being pragmatic markers, or there is no uniformity in attribution
of their functions. In concern of these frequent elements of
spoken Russian, additional investigations should be conducted.

Basing on the results of double pilot annotation presented
in this paper, and taking into account the discrepancies that
were revealed in expert decisions, PM annotation is to be
carried out on representative subsets of two Russian speech
corpora (ORD and SAT, the so-called Balanced Annotated
Text Collection of monologues).

The methodology used in this research to identify a
complete set of pragmatic markers can be regarded as a
technology for verifying some generally accepted linguistic
facts, akin to how an investigator in field linguistics evaluates
the facts of a language, which he does not know. Finally, the
proposed taxonomy of PMs in Russian spoken speech will be
useful to developers of various NLP systems.
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