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Abstract—Personalized medicine approach in cystic fibrosis
(CF) is focusing on detection of cystic fibrosis transmembrane
conductance regulator (CFTR) function in single patients and
standardized outcomes for CFTR function in vivo. We applied
Optical Sweat Rate Beta Adrenergic (OSRBA) test for measuring
sweat rates in individual human sweat glands. The results were
analyzed according to a multilinear regression model in non-
CF, healthy carriers (HTZ), CF patients; two groups of these
were tested during treatment with CFTR modulators such as
lumacaftor/ivacaftor (Orkambi) or PTC 124 (Ataluren). We
found that different sets of statistically significant coefficients
of the multilinear regression of the volume of sweat secretory
glands characterize different CFTR genotype as well as different
responses to different pharmacological treatments.

I. INTRODUCTION

Cystic Fibrosis (CF) is a chronic, genetic disease that af-
fects the function and abundance of secretory glands, called the
cystic fibrosis transmembrane conductance regulator (CFTR),
that are located in the apical membrane of epithelial cells.
These membrane proteins are responsible for the production of
fluids like mucus, tears, saliva, sweat and digestive enzymes.
The CF development is related to mutations in the CFTR gene
that is inherited as an autosomal recessive disorder, in which
a person inherits one defective CFTR allele from each parent.
When there is only one defective allele, the person is a CF
carrier, but when there are two mutated CFTR alleles, the
patient develops CF [1], [2], [3], [4], [5]. Due to abnormal
function of the secretory glands, patients experience an exces-
sive production of mucus that affects the respiratory, digestive
and reproductive systems. This abnormal production of sticky
and thick mucus is particularly dangerous in the lungs since the
mucus accumulates and block the airways, causing persistent
lung infections and limiting the ability to breathe over time [6],
[7], [8]. The incidence of CF varies across the globe, the United
States are among the countries with higher incidence of CF.
The disease is particularly common also among Caucasians of
Northern European descent and among Latinos and American
Indians, especially the Pueblo and Zuni. The incidence of CF in
the European Union is around 1 in 2000-3000 newborns [1],
[9], [10]. On the contrary, the disease seems to be severely
under-diagnosed in Asia, so that the statistics for the cases
of CF in this country may depict the realistic scenario. The

golden standard diagnostic test for CF is the Gibson and
Cooke method [11]. A test for concentration of electrolytes
in sweat in cystic fibrosis of the pancreas utilizing pilocarpine
by iontophoresis for measuring sweat chloride concentration
(>60mmol/L in CF; < 40mmol/L in non CF) [12]. Subjects
with values in the borderline range (40-60mmol/L) require
other CFTR function tests with higher linearity. ORSBA has
been developed as complementary for supporting controversial
diagnosis as well as for detecting improvements of CFTR
function during treatments with CFTR modulators [13], [14],
[15], [16]. Multicenter validation of in vivo CFTR assays
supporting controversial diagnosis and detection of CFTR
function improvement during CFTR targeted therapy require a
reproducible procedure as well as reliable readouts. Along this
line, the recently introduced CFTR-targeted drugs open to a
personalized therapy approach in CF and require standardized
outcomes for CFTR function in vivo. In this study we propose
a multilinear model to describe the behaviour of the average
ratio between the volume of secretory sweat droplets induced
by CFTR dependent stimuli and the volume of those formed
by CFTR independent sweating (response), as function of a set
of variables including the number of glands, the volume sweat
droplets from single glands, the concentration of chloride in
sweat, and the expiratory volume of the patient. We present
the results of the regression diagnostics and used the model to
select the independent variables that best describe the response.

II. THE EXPERIMENTS

Sweat secretion rates were given by changes of volume
(nl/min) of sweat droplets secreted on the forearm in an
oil layer, including the presence of a water-soluble blue dye
(erioglaucine disodium crystals). We computed a ratio between
CFTR-dependent, evoked by intradermal microinjection of a
β-adrenergic cocktail (Cktl), and CFTR-independent, induced
by methacoline as cholinergic stimulus (MCh), sweat secretion
rates by multiple individual glands. We tested a number N of
patients as in Table I.

A multilinear regression model of mean Cktl/MCh ratio
(dependent variable) vs gender, number of Cktl/MCh activated
sweat droplets, number of MCh activated droplets, Cktl/MCh
glands, sweat chloride measured by Gibson and Cooke method
[11], lung function (FEV1) has been implemented and tested.
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TABLE I. PHARMACOLOGICAL TREATMENTS AND NUMBER OF

TESTED PATIENTS.

Condition/Treatment Meaning N
Kalydeco ivacaftor (CFTR modulator) 2
Orkambi ivacaftor+lumacaftor (CFTR modulator) 38
PTC124 Ataluren, PTC124 (CFTR modulator) 17

CRD CFTR Related Disorder 9
UNK controversial diagnosis 8
DCP primary ciliary dyskinesia 5

BPCO Bronchial Pulmonary Chronic
Obstructive disease 4

CF Cystic fibrosis 59
CTR Control 32
HTZ heterozygous 33

PTC T0 + Orkambi T0 before treatment with Ataluren or Orkambi 27

The mean CM ratio is the average ratio between the volume
of sweat droplets formed in two phases, i.e phase Cktl and
phase MCh (hereafter called Mean CM ratio). The experimen-
tal test to monitor the secretory function of CFTR consists
of two sequential periods of stimulated secretion (the test
monitors and compares the sweat produced by secretion that is
CFTR-dependent with the non-dependent secretion of CFTR).
The first period (10 min) measures sweating MCh (at the
response to MCh; CFTR-independent) and the second period
(30 min) measures sweating Cktl (at the cocktail response;
CFTR-dependent). The increase in volume of each individual
identified gland was measured over time in patients with
different CFTR genotype and in different experimental condi-
tions determined by different pharmacological treatments. The
dependent variable is the outcome of the ORSBA test [17].

We used the model to identify the set of explicative pre-
dictors in all the groups reported in the first columns of Table
I. The dependent variable is the outcome of the ORSBA test
[17]. In the next section we report a comprehensive description
of the data used to build the model.

III. THE DATA AND MULTILINEAR MODEL

The multiple linear regression equation is as follows:

Ŷ = β0 + β1X1 + β2X2 + · · ·+ βnXn + ε (1)

where Ŷ is the predicted or expected value of the dependent
variable (hereafter called response), X1 through Xn are n
distinct independent or predictor variables, β0 is the value of
Ŷ when all of the independent variables (X1 through Xn)
are equal to zero, and β1 through βnX are the estimated
regression coefficients. ε, the error term, is an independent
random variables with a normal distribution of mean 0 and
variance σ2 [18], [19], [20].

Each regression coefficient represents the change in
Ŷ relative to a one unit change in the respective independent
variable. In the multiple regression situation, β1, for example,
is the change in Ŷ relative to a one unit change in X1,
holding all other independent variables constant (i.e., when the
remaining independent variables are held at the same value or
are fixed). Statistical tests can be performed to assess whether
each regression coefficient is significantly different from zero.
The predictors Xj that are multiplied by regression coefficients
not significantly different from zero (p-value greater than the
significance threshold) are discarded, because they are judged
variables whose contribution to the variability of the response
is not significant [21].

In our study, the response is the Mean CM ratio and its
candidate predictors are:

• Mch glands: number of glands induced to produce
sweat droplets at 10 min after methacholine (Mch)-
sweating stimulation via intradermal injection (M
phase).

• Cktl glands: number of glands induced to secrete
sweat droplets at 30 min. after cocktail (Cktl)-sweating
stimulation via intradermal injection (C phase).

• CM ratio glands: ratio between the total number of
glands induced in Cktl phase with the total number of
sweat droplets formed in MCh phase.

• Mch rate (nl/min): average of volume of sweat
droplets formed in MCh phase.

• Cktl rate (nl/min): average of volume of sweat
droplets formed in Cktl phase.

• FEV1 (forced expiratory volume in the 1st second):
the volume of air that can be forced out in one second
after taking a deep breath.

• Sweat Cl (mmol/L): concentration of chloride that is
excreted in sweat.

• Gender of the patient.

We partitioned the initial data frames into three data frames
according to the number of mutations of CFTR. We thus
obtained three sub-data frames DF1, DF2 and DF3 with the
following sample size: 0 mutations (non-CF) - 77 data points;
1 mutation (healthy carriers) 27 data points; and, 2 mutations
(CF) 228 data points. Each data frame DFi (i = 1, 2, 3) has

been further partitioned into sub-data frames p(i) SDF
(i)
j (j =

1, 2, · · · , p(i)) according to the pharmacological treatments. In
our analysis the sample size of a data frame corresponds to the
number of performed tests and not to the number of patients
(indicated in table I). The minimum sample size required
by this analysis is 10. Moreover, a putative predictor is not
included in the linear model analysis if the number of non-
available data (”NA”) for it is greater that the 50% of the
sample size.

The computational pipeline of the multilinear regression
analysis consisted of the following steps:

1) fit a multilinear model inclusive of all putative pre-
dictors to the experimental data

2) test the significance of individual regression coeffi-
cients βi by performing a two-sided t-test to test the
null hypothesis H0 : βi = 0 against the alternative
hypothesis H1 : βi �= 0; a decision is taken according
to the p-values of the test on each single regression
coefficient

3) detection of multicollinearity through the calculation
of variance inflation index (VIF); the threshold is
traditionally set to 5 [22]

4) check for nonlinearities by inspecting the partial
residual plots

5) estimation of residuals autocorrelation; indeed the
residuals are assumed to be uncorrelated with one
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another, which implies that the Y ’s are also uncorre-
lated. If residuals are significantly autocorrelated, the
mean square error may be seriously underestimated.
The consequence of this is that the standard errors are
underestimated, the t-tests show significance when
there is none, and the confidence intervals are smaller
than they should be. Therefore any hypothesis tests
or confidence intervals that require the use of the t or
F distribution are invalid.
The assumption of absence of residuals’ autocorrela-
tion indicates the specification of a linear model could
be not appropriate to the data.

The mathematical foundations and the algorithmic proce-
dure implementing steps 1), 2) and 5) are very well known to
the majority of the practitioners also without a mathematical
education. The steps 3) and 4) instead use less known analysis
tools, although they are of particular importance in multilinear
regression diagnostics. They are especially useful in our case
study where we use a multilinear model and its diagnostics as
(i) explorative tools for the identification of the best predictors,
and as (ii) indicators of relationships other than linear. In the
rest of this section, we give a definition of the VIF index and
of the partial residual plots.

Variance Inflation Factor to detect multicollinearity
Multicollinearity means very high correlation among the pre-
dictors. If present in the data, multicollinearity jeopardizes the
reliability of the statistical inferences made about the data.
Multicollinearity is generally caused by the inclusion in a
model of a variable which is computed/correlated from/to other
variables in the data set, and it can result in several problems
as follows.

• The partial regression coefficient may not be estimated
precisely, i.e their standard errors are likely to be high.
Moreover, the confidence intervals of the regression
coefficients tend to become very large and the t
statistics tend to be very small. Therefore it becomes
unlikely to reject the null hypothesis H0.

• Multicollinearity may manifest itself in a change in
the signs and magnitudes of the partial regression
coefficients from one sample to another sample.

• In presence of multicollinearity, the outcome of the
t statistic on the single regression coefficient is not
significant but the overall outcome of the statistic (e.g.
the F statistics) is significant.

• As a consequence, multicollinearity makes it very
hard to assess the relative importance of the candidate
predictors in explaining the variation of the response.

Multicollinearity can be detected by estimating the variance
inflation factor.

The variances of the estimated coefficients are inflated
when multicollinearity exists. So, the variance inflation factor
for the estimated coefficient βk is just the factor by which the
variance is inflated [22]. For simplicity, suppose that Xk is the
only predictor, then

Ŷi = β0 + βkXik + εi. (2)

where i = 1, . . . n ranges over the number of predictors. It can
be shown that the variance of the estimated coefficient βk is:

Varmin(βk) =
σ2

∑n
i=1(xik − xk)

. (3)

Suppose to have a model with correlated predictors:

Ŷi = β0 + β1Xi1 + · · ·+ βkXik + . . . βn−1Xi,(n−1) + εi.

If some of the predictors are correlated with the predictor Xk,
then the variance of βk is inflated, and becomes:

Var(βk) =
σ2

∑n
i=1(xik − xk)

× 1

1−R2
k

(4)

where R2
k is the R2-value obtained by regressing the k-th

predictor on the remaining predictors. The greater the linear
dependence among the predictor Xk and the other predictors,
the larger the R2

k value, the larger the variance of βk. The
Variance Inflation Factor quantify how much larger the vari-
ance of the coefficient βk becomes in case of multicollinearity
[22] and thus

VIF(βk) =
Var(βk)

Varmin(βk)
=

1

1−R2
k

(5)

A VIF of 1 means that there is no correlation among the k-th
predictor and the remaining predictor variables, and hence the
variance of bk is not inflated at all. The general rule of thumb
is that VIFs exceeding 4 suggest further investigations, while
VIFs exceeding 10 indicate serious multicollinearity requiring
model correction [22].

Partial Residual Plots
When performing a linear regression with a single independent
variable, a scatter plot of the response variable against the in-
dependent variable provides a good indication of the nature of
the relationship. Usually, in order to have an indication of the
nature of the relationship, scatter plots of the response variable
against the independent variables are provided. However, in a
single scatter plot the effect of the other independent variables
in the model is not taken into account. Partial residual plots
(often called Component plus Residuals plots) instead show
the relationship between a given independent variable and the
response variable given that other independent variables are
also in the model [23], [24], [25], [26]. On a partial residual
plot, we plot

Residuals + βiXi versus Xi. (6)

where Residuals are the residuals from the full model. The
partial residual plot allows to show the relationship between
a given explanatory variable and the response variable by
excluding the influence of the other predictors of the model.
Consequently, this kind of plot is capable to identify the
predictors linked to the response by a nonlinear function, and
suggests the relevant refinements of the model. For instance,
suppose that the k-th predictor results non-linearly correlated to
the response, then, if f is the best candidate function describing
this nonlinearity, the model has to be amended as

Ŷ = β0 + β1X1 + β2X2 + · · ·+ f(Xk) + · · ·βnXn + ε. (7)
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IV. RESULTS

We report the results of the regression and regression
diagnostics for the three principal subsets of the input data
frame, i.e for the data relative to 0, 1, and 2 CFTR muta-
tions (respectively, CTR, HTZ, and CF groups), and for the
pharmacological treatments to which CF patients have been
subjected.

We checked whether the assumptions of linear regression
hold true. By plots (not reported in this paper) visualizing the
residual errors we checked: (i) non-linearity of the response
- predictor relationships (residual vs fitted plots), (ii) normal
distribution of the residuals (Q-Q plot); (iii) heteroscedasticity,
i.e. non-constant variance of error terms (scale-location plot);
(iv) presence of influential values in the data that can be:
outliers: extreme values in the response variable, and high-
leverage points, i.e extreme values in the predictors variable
(residuals vs leverage plot). We found that all these assump-
tions are satisfied for the data of CTR, and HTZ group, but not
for the CF, Orkambi and PTC 124 groups, in which presence of
non-linearities in the response and heteroscedasticy are brought
to light and indicate the need of a more accurate analysis to
identify which predictors are the main responsible of the non-
linear behaviour of the response. The absence of significant
residuals autocorrelation (i.e no model misspecification) is
testified by the results of the Durbin-Watson test [27] in Table
II.

TABLE II. TWO-SIDED DURBIN-WATSON (D-W) TEST [27] TO

DETECT RESIDUALS AUTOCORRELATION. THE NULL HYPOTHESIS IS THAT

THE AUTOCORRELATION ρ = 0.

Group ρ D-W statistics p-value
CTR 0.0717 1.854 0.47
HZT -0.0354 2.070 0.756
CF -0.0714 2.140 0.758

Orkambi 0.0115 1.966 0.612
PTC 124 -0.3831 2.625 0.208

The main results of our analysis are shown in Figs 1-5.
We indicate on barplots the values of the p-values of the
t statistics on each single regression coefficients (plot A.),
useful to identify the significant predictors, the values of the
VIF (plot B.), useful to detect collinear predictors, and the
partial residual plots (plots C.) useful to identify the predictors
mainly responsible for non-linearity of the response. The list of
characteristics of the predictors of Mean CM ration for each
group is reported in Tables III and IV.

TABLE III. THE RESPONSE MEAN CM RATIO IN DIFFERENT GROUPS

IS DESCRIBED BY DIFFERENT SETS OF CANDIDATE UNCORRELATED

PREDICTORS.

Group Independent predictors
VIF < 5

CTR Gender, MCh rate, Cktl rate
HTZ Gender, MCh rate, Cktl rate
CF Gender, MCh rate, Cktl rate

Orkambi Gender, MCh glands, MCh rate, Cktl rate, FEV1, Sweat Cl
PTC 124 Gender, MCh glands, MCh rate, FEV1, Sweat Cl

We found that while in the control group (CTR) and in the
group of heterozygotes (HTZ) the sets of best predictors share
MCh Rate and Cktl rate, but not Gender. Interestingly, Gender
is a good predictor only in HTZ group (p-value less tha 10%

TABLE IV. THE RESPONSE MEAN CM RATIO IN DIFFERENT GROUPS

IS DESCRIBED BY DIFFERENT SETS OF SIGNIFICANT PREDICTORS. ONLY

FOR THE CONTROL GROUP ALL THE PREDICTORS ARE LINEARLY

CORRELATED TO THE RESPONSE.

Group Best predictors Nonlinearities
p-value < 10% partial residual plots

CTR MCh rate, Cktl rate –
HTZ MCh rate, Cktl rate, Gender MCh glands
CF Cktl glands, CM ratio glands, Cktl rate

Cktl rate
Orkambi Cktl glands MCh glands,

Cktl rate, CM ratio glands
PTC 124 – all the predictors

and VIF < 5.). Gender is reliably not significant in CTR group.
The reliability of the estimate of its significance is ensured
by the fact that multilinear model is a good mode for the
patients of this group. The estimate of the significance of the
Gender variable in the other groups may not be accurate since
in these groups non-linear dependences are revealed by this
analysis. Consequently, further analysis, and a refinement of
the model specifying the appropriate non-linear dependencies
of the response on the best predictors are necessary to achieve
an accurate estimate of the p-value of the t statistics.

In the group of patients affected by CF, the set of the best
predictors is instead strongly different from the predictors’
set of CTR and HTZ gropus. Cktl rate is a good predictor
in CTR, HTZ, and CF groups, but while in CTR and HTZ
patients it correlates linearly with the response, in the group
of CF patients it exhibits a non linear behaviour (see Table
IV and Fig. 3 plot C.). Finally, we found that the multilinear
model does not properly describe the response. The two
pharmacological treatments (Orakambi and PTC 124) induces
non-linear behaviours of the response as function of most of
the candidate predictors. The determination of the uniqueness
and the analytical expression of the nonlinear function of the
predictors that explains the progress of the response is not
a problem of easy solution with the data currently available.
The results warn us about strong possible deviations from the
linearity that can be expressed and validated with the collection
of samples of greater numbers, but above all they can be read
as co-predictors of genotypes that lead to the development of
the disease and or pharmacological interventions.

All these results are consistent with the expected effects
of drugs targeting CFTR mutations in CF patients and the
phenotypes of the different groups of healthy carriers, CF
patients and non-CF subjects.

V. CONCLUSIONS

This paper presents the results of a joint effort between
medical doctors, biologists, and statisticians for the collection
and analysis of data concerning the sweat secretion volumes
in patients affected by cystic fibrosis, healthy carriers and con-
trols. An advanced experimental technology combined with a
multi-linear regression and diagnostic performed with modern
techniques has allowed a first collection and understanding of
the data. Furthermore, it revealed the existence of possible
mathematical relationships more complex than linear ones in
cases of disease and pharmacological treatments. The agree-
ment with the expectations of the effect of the treatments and
the different genotypes has made us confident in the goodness
of the analysis tools developed so far.
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Fig. 1. For the group of control (CTR) patients, the best predictors according to the p-values are MCh rate, Cktl rate (plot A.); the predictor that do not exhibit
multicollinearity are Gender, MCh rate, Cktl rate (plot B); and, all the predictors are linearly correlated to the response (plot C.).

Fig. 2. For the group of healthy carriers (HTZ), the best predictors according to the p-values are MCh rate, and Cktl rate (plot A.); the predictor that do not
exhibit multicollinearity are Gender, MCh rate, Cktl rate (plot B.); and, all the predictors, except that MCh glands, are linearly correlated to the response (plot
C.).
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Fig. 3. For the group of CF patients, the best predictors according to the p-values are Cktl glands, CM ratio glands, Cktl rate (plot A.); the predictor that do
not exhibit multicollinearity are Gender, MCh glands, MCh rate, Cktl rate, FEV1, Sweat Cl (plot B.); and, all the predictors, except that Cktl rate, are linearly
correlated to the response (plot C.).

Fig. 4. For the CF patients treated with Orkambi, the best predictor according to the p-values is (approximately) Cktl glands with a p-value of 0.16 (plot A.);
the predictor that do not exhibit multicollinearity are Gender, MCh glands, MCh rate, Cktl rate, FEV1, Sweat Cl (plot B.); and, the predictors non-linearly
correlated to the response are MCh glands, Cktl rate, CM ratio glands, and Sweat Cl (plot C.).
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Fig. 5. For the CF patients treated with PTC 124, the multilinear model for the Mean CM ration is not adequate. Non of the candidate predictors are significant
(plot A.), the majority of predictors are not collinear (plot B.), but they are not linearly correlated to the response (plot C.).
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