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Abstract—Data deduplication importance is growing with the
growth of data volumes. The domain of data deduplication is in
active development. Recently it was influenced by appearance of
Solid State Drive. This new type of disk has significant differences
from random access memory and hard disk drives and is widely
used now. In this paper we propose a novel taxonomy which
reflects the main issues related to deduplication in Solid State
Drive. We present a survey on deduplication techniques focusing
on flash-based storage. We also describe several Open Source
tools implementing data deduplication and briefly describe open
research problems related to data deduplication in flash-based
storage systems.

I. INTRODUCTION

Volume of data is growing exponentially. The total amount
of digital data worldwide is expected to grow from 16 ZB
in 2016 to 163 ZB in 2025 [1]. At that, several researches
(e.g., [2]) show that data redundancy in enterprise storages is
rather high: from 50% up to 95%. Pieces of duplicate data are
found on file as well as disk level, whereas both deduplication
and compression technologies address this redundancy. During
deduplication, a piece of data is checked, prior to writing, to
have an identical copy already stored, and in positive case
referencing the existing copy is used instead of writing a
new one. This reduces the traffic, increases data density, and
decreases energy consumption. Note that deduplication is a
reciprocal of replication: the former technology eliminates
redundancy while the latter exploits it it for the sake of safety,
reliability, robustness, etc.

Deduplication is an emerging technology, accelerated by
development of new storage media, and currently it gets in-
creasing attention, thanks to the widely used Solid State Drives
(SSD). In this regard, deduplication technology should address
the specifics of an SSD, which include high random read speed
(in contrast to performance degradation due to fragmentation
on a conventional hard disk drives (HDD)), write amplification
(related to the erase before write technique), memory wear-
out (with limited number of rewrites before failure), page size
reads and block size writes, and necessary garbage collection
(the necessary details on SSD architecture and specifics may
be found e.g. in [3]).

In this work we present a survey on deduplication and com-
pression research works considering SSD specifics. As a result,
we present an enhanced taxonomy, which is most relevant to
the particular subfield of flash-based storage systems. We also
briefly describe several data deduplication tools implemented

in Linux and rise several open issues in the domain of a stand-
alone device as well as an SSD equipped storage system.

The structure of the paper is as follows. Section II describes
the general deduplication process. In Section III the paper
selection and sources are characterized. Section IV contains
analysis of general survey papers on data deduplication and
presents a new taxonomy. In Sections V and VI the techniques
proposed at single (sub)device level and at storage/network
levels are described. A number of Open Source data dedupli-
cation tools implemented in Linux operating system are given
in Section VII. In Section VIII we describe several important
open issues promising for deduplication improvement. Finally,
in Section IX several concluding remarks are given.

II. GENERAL DEDUPLICATION PROCESS

Deduplication is aimed at reducing data redundancy. The
idea behind it is to store only unique data pieces using
references on existing data pieces when necessary. A general
deduplication process consists of four stages (see Fig. 1):

1) chunking refers to granularity;
2) fingerprinting refers to unicity of data;
3) searching refers to exploring existing pieces of data;
4) referencing refers to linking pieces of data to files.

In general, a deduplication process starts with splitting the
input data stream (e.g., a file) into data pieces called chunks.
This stage can be omitted in the case of file-level deduplication.
However, chunk-level deduplication shows better deduplication
ratio [4]. Size of the chunks can be either fixed or dynamic
(the latter provides higher deduplication ratio). In SSD-based
storage systems the chunk size is usually set equal to the SSD
page size (4 KB) to improve the write performance, garbage
collection, and wear leveling. Still, there is a variety of chunk
size choices considered by researches; to name a few:

• a page (for example, in [5] page-sized chunking is a
base for a novel deduplicating Flash Translation Layer
(FTL) scheme),

• several pages (for example, in [6] where different sizes
of chunks are used to compare performance),

• a block (for example, in [7] where a new deduplication
scheme called “block-level content-aware chunking” is
proposed to extend the lifetime of SSDs).

______________________________________________________PROCEEDING OF THE 22ND CONFERENCE OF FRUCT ASSOCIATION

ISSN 2305-7254



Fig. 1. General deduplication process

At the next stage a special algorithm produces fingerprints
of data chunks. Usually fingerprinting is based on a hash-
function like SHA-1, MD5, etc, but also other functions can be
used for higher speed, lower resource (CPU cycles and mem-
ory) consumption, and uniform distribution of fingerprints.

Hereafter, searching is used to find out if the same data
chunk already exists in the storage. It should be as fast as
possible to provide better response on write operations.

If the current data chunk is unique, it is stored in the
system; otherwise, just a reference to the existing data is saved.
It is a referencing stage.

Data chunks are aggregated into containers to provide
better read and garbage collection performance. A data stream
is usually collected from different containers and distributed

among the storage data chunks. Container approach is moti-
vated by high random read speed of SSD. However, from the
point of view of performance it is still important to reduce
the number of container reads required to restore the file. For
details on general deduplication process we refer the reader
to [4].

Note that the deduplication process might be performed
on various levels, from a sub-block level in the device up to
storage level of the cloud. Moreover, since deduplication is
mostly a computationally intensive process, the exact device
that performs deduplication depends on a suggested technique.
Deduplication might be performed, e.g.,

• in FTL (for example, in [5], [8] novel deduplicating
FTL schemes are proposed),

• in a specific hardware block (for example, in [9] a
special software defined network (SDN) controller is
used to implement in-network deduplication),

• on host (the most common way, used, for example,
in [10] to implement application-aware deduplication).

While some researches propose changes in the deduplica-
tion stages (like eliminating, introducing new, or combining
any of stages) in order to improve deduplication techniques,
the general deduplication process seems to be conventional by
the moment.

III. SCIENTIFIC PAPERS ON DEDUPLICATION

We used the search engine of Web of Knowledge to harvest
scientific papers of deduplication. The time span is 1995–2017,
though stable interest originates in 2010 with a jump in 2014
(determined by growth of interest to SSD) and slight decrease
in the recent years. Fig. 2 shows the dynamics of the number
of publications, which are considered as the most relevant
and included in this survey. One half of the papers surveyed
here was published in journals and proceedings of IEEE,
some papers in issuance of ACM. Publications are evenly
distributed between proceedings of international symposia and
conferences (60%) and scientific journals (40%).

Fig. 2. Amount of publications for 2005–2017

Fig. 3 demonstrates wordcloud gathered from abstracts of
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research papers on SSD-focused data redundancy management.
We note some highlights easy following from the wordcloud:

• there clearly is strong connection among deduplication
and compression techniques;

• redundancy management is among the primary aims
of the deduplication and compression methods;

• write overhead, memory footprint, and lifetime are
among the primary efficiency measures;

• read and write caching is a popular satellite technique,
especially for large storage, such as cloud and backup
devices;

• blocks and files are popular deduplication units.

Fig. 3. Wordcloud of deduplication related keywords

IV. SURVEYS ON DEDUPLICATION

There is a number of previous research papers aimed at
different aspects of deduplication. We briefly describe them in
this section to highlight their differences with this work.

A. Surveys

Recently several survey papers performed an overview of
the research on deduplication algorithms, including some SSD
specifics. In [11] a new taxonomy on data deduplication is
presented. This taxonomy is based on [12] and is further
extended. The authors consider six categories: granularity, lo-
cality, timing, indexing, technique, and scope (these categories
are expanded below); an overview of existing deduplication
systems, grouped by storage type, is presented: Backup and
Archival Storage, Primary Storage, Random Access Memory,
and SSD.

In [4] deduplication is considered as evolution of data com-
pression. The authors discuss the main applications and trends
in data deduplication and list several publicly available Open
Source projects, data sets, and traces to study deduplication;
some open problems are described.

The paper [13] considers security-related issues of data
deduplication in cloud storage systems. Basing on the pro-
posed classification, the authors describe security risks and
inside/outside attack scenarios. The modern techniques of safe
deduplication are presented; to provide safety, these techniques
use both crypto solutions and protocols. The authors highlight
four approaches to design safe deduplication systems: data
granularity, deduplication location, storage architecture, and
cloud service model. The existing taxonomy is extended using
these approaches. The existing solutions in secure dedupli-
cation are classified into four categories: message-dependent
encryption, proof of ownership, traffic obfuscation, and de-
terministic information dispersal. Each of these categories is
analyzed from the points of view of security and effectiveness,
pros and contras are described. The authors also describe open
problems in the domain of secure deduplication.

Comparing to these surveys on data deduplication, our
research is more concentrated on flash-based storage. We
propose a new taxonomy, review SSD-related research, and
highlight several open problems in the domain of deduplication
of flash-based storage.

B. Classification

There are several taxonomies on data deduplication. One
of the most cited is the one presented in [12] and extended
in [11]. The latter identifies six categories:

• granularity: refers to the method used for partitioning
data into chunks,

• locality: locality assumptions are commonly exploited
in storage systems to support caching strategies and
on-disk layout,

• timing: refers to when detection and removal of dupli-
cate data are performed, in particular, if duplicates are
eliminated before or after being stored persistently,

• indexing: provides a data structure that supports the
discovery of duplicate data,

• technique: refers to deduplication of either exact
copies or “similar” data chunks,

• scope: refers to local or distributed deduplication.

The paper [13] proposes a specific taxonomy of secure
deduplication solutions based on four categories: message-
dependent encryption, proof of ownership, traffic obfuscation,
and deterministic information dispersal. In [14] a taxonomy
based on location, time, and chunk is developed. To address the
specifics of SSD, we extended the taxonomy proposed in [11]
(see Fig. 4).

The proposed taxonomy reflects the main issues related to
deduplication in SSD.

C. Deduplication vs. ompression

Both deduplication and compression are aimed at reducing
data redundancy. In [4] deduplication is considered as evolu-
tion of compression. While traditional compression eliminates
redundancy within a file or a small group of files, deduplication
eliminates both intrafile and interfile redundancy over large
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Fig. 4. Taxonomy of data deduplication

datasets, which could be stored by different users and across
multiple distributed storages. Some works implement com-
pression as an additional stage of deduplication (for example,
see [5]).

We note that in general deduplication, as well as compres-
sion, is not always profitable. This means that the overhead
caused by both techniques might be more significant, than the
obtained gain. To address this important issue, we refer the
reader to deduplication effectiveness and efficiency evaluation
performed in the works [15], [16].

D. Goals of deduplication and compression

Several goals are specifically related to SSD as compared
to general deduplication goals (such as memory footprint
reduction):

• Obtain extra tangible capacity is the first goal of data
deduplication considered in research works while SSD
are still more expensive than HDD;

• Reduce the number of write operations [5], [6] is the
second goal related to performance: the fewer write
operations are performed, the lower response time
with write operations the storage has;

• Reduction of write amplification [17] is a consequence
of reducing the number of write operations: as write
amplification heavily harms SSD shortening its life-
time and decreasing performance, reduction of write
amplification is considered as one of the main features
of data deduplication on SSD.

• Improvement of write speed [18] is an another conse-
quence of reducing the number of write operations: as

some write operations are replaced by less time-costly
referencing operations, write speed increases;

• Extension of the lifetime [19] is the third consequence
of reducing the number of write operations number
and its corresponding write amplification;

• Increase reliability [20].

Specifics of SSD leads to new efficiency criteria compared
to deduplication in HDD. This requires new technologies and
methods of deduplication.

V. SINGLE DEVICE LEVEL TECHNIQUES

In the simplest case deduplication is narrowed to a single
device. This approach is convenient to study the general
deduplication process and its stages.

A. Deduplication and ompression

It is known, that SLC (Single Level Cell) and MLC/TLC
(Multi Level Cell/Three Level Cell) regimes of an SSD
cell possess diverse reliability in terms of erase/write cycles.
This diversity is utilized to perform write buffering to cache
containing blocks working in SLC mode, thus extending the
overall device lifetime. In order to perform wear leveraging,
the SLC cache is rotated over all memory blocks. To enhance
such a caching technology, an in-place delta compression
technique was suggested in [21]. By performing intra-page
delta compression (keeping the updates of the page contents in
the same page by using the so-called partial programmability
SLC mode), and lossless intra-sector data compression, the
authors claim to decrease the write stress for the intra-SSD
write cache working in SLC mode, at the price of a hardware
sophistication. A somewhat similar idea of in-place update
without block erase, based on the so-called multi-write coding
(when a single page can be written more than once, without
the need of intermediate block erasing) enhanced by the
lossless data compression technique resulting in lesser write
amplification and memory wear is discussed in [22].

In many papers the deduplication technique is suggested to
increase lifetime rather than reclaim extra capacity. The reason
for that is a possibility of deduplication cancellation due to
data update. Thus, the free capacity is conventionally used for
internal routines such as garbage collection and wear levering.
A novel FTL scheme addressing the problem of obtaining
extra free space by using a combination of deduplication and
compression techniques was suggested in [5]. A prediction
technique for compression rate applied to the so-called cold
(rarely used) data is used to obtain the limits for available extra
capacity, with respect to which the free space reclaimed by
deduplication is offered to the operating system level. A similar
compression rate based hot/cold data identification technique
is addressed in the paper [23].

The reclaimed free space might also be used to increase
redundancy. An in-block data compression method for relia-
bility increase is suggested in the works [24], [20]. A block-
level lossless compression (by a combination of a modified
move-to-front algorithm with Huffman coding) allows to use
the obtained in-block extra capacity to switch to a higher
redundancy (by increasing the size of error correction codes
(ECC) information stored in the block). A similar approach
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is suggested in [18]. By applying in-block lossless compres-
sion and enhanced ECC, the authors suggest to apply faster
writing, thus increasing the overall write speed without losing
reliability. Prior to compression, a compressibility estimation
is performed.

The works [17], [6] apply compression for increasing life-
time and performance, decreasing power consumption. Both
papers suggest new FTL software supporting selective com-
pression, whereas the paper [6] additionally requires a specific
hardware module for high online compression performance.
The content-aware in-block deduplication is considered in [7],
namely, the variable chunks within a fixed size block are used
to determine duplicated data, in order to increase the SSD
device lifetime.

Despite the similarity of both techniques, there still is a
possibility to obtain additional gain by a proper combination
of them. Namely, the so-called Dedup Assisted Compression
(DAC) technique was suggested [25], which allows to extend
the lifetime of SSD by lowering the required number of writes,
requiring no additional hardware modules. A study of the
available techniques and their combinations (such as lossless
compression, deduplication and performance throttling), fo-
cused solely on the lifetime extension of an SSD device, is
performed in the paper [26]. A sophisticated approach com-
bining the deduplication, compression and caching techniques,
the so-called DedupeSwift, implemented in OpenStack Swift
storage (widely used in the cloud storage systems) to reduce
the memory footprint as well as increase read performance is
designed in the work [27].

B. Fingerprinting

A known tradeoff between the accuracy of the duplicate
detection and speed is studied in many papers. Since the fin-
gerprinting is based on hash functions, the possibility of a hash
collision depends on the properties of hash function, which in
practice means that a reliable fingerprint is both performance-
and space-consuming. To overcome this difficulty, pre-hashing
(based on fast unreliable hash functions, such as CRC32)
might be applied, together with an offline deduplication of the
possibly duplicated pages [28]. As an alternative technique of
duplicate detection, the byte to byte comparison of write page
with its potential duplicate is suggested in [29]. The authors
claim that high read speed and easy comparison implies less
overhead, than the conventional fingerprinting techniques do.
A novel approach based on a specific device for keeping the
metadata, the so-called Content addressable memory, in order
to avoid fingerprinting, is suggested in [30].

Note also, that efficiency of fingerprinting depends not only
on the speed of a single lookup, but also on the properties of
workload; this means that multiple consequent lookups may
lead to high disk utilization resulting in a performance bottle-
neck. To address this issue, a buffering technique called “lazy”
deduplication is suggested in [31]. It is also suggested to use
parallel computing and general purpose graphical processing
unit (GPGPU) to facilitate the fingerprinting process. A similar
technique related to buffering and delaying the process in order
to get better deduplication rate is introduced in [32]. Namely,
the so-called containers, uniting several deduplicated blocks,
are constructed after a delay so as to increase the utilization

(in terms of the amount of data restored from the container). A
similar page-level compression-based technique was suggested
earlier in [33]. We also note the work [34] studying the
fine-grained deduplication technique. An approach to route
the containers to multiple disks (as an alternative to RAID
(Redundant Array of Independent Disks) striping) in order to
speedup the reading performance is suggested in the work [35].

C. Application- pecific echniques

Several papers address the issues of compression and
deduplication related to specific application fields. Compres-
sion algorithms and hardware (FPGA – Field-Programmable
Gate Array) implementation for astronomy data storage are
studied in [36]. High-speed SSD-based RAID storage with
integrated compression for handling image data is presented
in [9]. Deduplication techniques for Non-Linear Editing (NLE)
based on causality between operations is studied in [37]. A
word sequence-based decoding scheme based on statistical
properties of a natural language allowing to increase the
efficiency of error correction of traditional ECC schemes with
respect to text file decoding is presented in the paper [38]. An
intermediate compression layer lowering the write response
time in multimedia devices is studied in [39], exploiting the
same idea as suggested earlier in the works [40], [41]. The
paper [42] addresses the problem of highly duplicated data in
the logging mechanism of a filesystem, by suggesting a scheme
for invalidating multiple copies of the same data in a common
journaling module.

D. Other ypes

An interesting approach to deduplication management is
suggested in [10]. The authors apply code analysis techniques
(focusing on loops as main sources for duplicate data) and
block/page based deduplication in order to reduce the in-place
updated data.

The security issues of organizing data storage with dedu-
plication over unreliable provider is addressed in [43]. The
cryptography-enhanced scheme with a trusted proxy and group
authentication is applied, and a prototype is implemented on
a popular Dropbox web storage hosting.

It remains to note, that a Zynq-based platform for experi-
ments to test and validate compression algorithms is presented
in [44]

VI. STORAGE AND NETWORK LEVEL

Deduplication on several linked devices raises a variety
of new research problems. One of the most SSD-related
among them is difference in deduplication on All-Flash and
heterogeneous storages.

A. All- lash torage

Large scale storage applications require many SSD devices
to work in parallel. In many cases the devices are organized
into the RAID array, which suffers from the known problem
of reliability degradation due to frequent parity updates. In
the paper [45] the all-flash array reliability is studied under
consideration of the prevalence of long sequential writes in the
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storage workload. The proposed Dedup-assisted RAID (DA-
RAID), similarly to the Diff-RAID technique, differentiates
the amount of data written to each SSD in an array, thus
minimizing the probability of multiple correlated failures,
and, thanks to deduplication, allows to reduce the amount of
parity updates, thus significantly extending the SSD lifetime. A
similar idea related to parity data deduplication for SSD array
lifetime extension in an OpenStack-based cloud is presented
in [46].

Another problem of RAID-based all-flash arrays is related
to separate treatment of deduplication and replication (for
redundancy purposes), resulting in a suboptimal design of
the storage. Simultaneous treatment of these two aspects by
means of a dynamical content-aware replication management
is performed in [47]. A similar problem of deduplication
and replication coordination, in the context of HDFS-based
(Hadoop Distributed File System) all-flash distributed storage,
is addressed in [48] by means of new routing algorithms for
the HDFS protocol.

B. Heterogeneous torage

Heterogeneous storage systems utilize large and inex-
pensive HDDs as permanent storage, while using the low
latency and high bandwidth of the SSD devices for caching
purposes. However, conventional caching mechanisms induce
write stress, thus significantly shortening the lifetime of the
SSD cache. Specific policies were developed, such as D-
ARC, D-LRU, in order to fight this problem. These algorithms
utilize deduplication to decrease the number of writes during
cache replacement, thus increasing the cache endurance, as
well as increasing the cache hit ratio [49]. Another possible
solution is based on increasing the data persistence together
with cache hit ratio for the SSD cache, as studied in [50],
by means of the so-called PLC-cache technique, amplifying
the proportion of popular and long-term cached (PLC) data
in the SSD cache, resulting in read access latency decrease
together with SSD lifetime extension. A specific solution based
on dedup-aware caching algorithms and sophisticated metadata
management scheme (by combining cache data and metadata
management) is studied in [51]. Moreover, additional gain, as
suggested by the authors, might be obtained by a combination
of compression and deduplication techniques for flash caching.
Somewhat similar approach is exploited in [52], where the SSD
disk is used to speedup the deduplication process on a HDD-
based storage. The paper [53] also addresses the performance
issue of deduplication on an HDD-based storage, however, in
the Cloud storage context, and tries to segregate performance-
oriented small writes from capacity-oriented large ones.

The problem of backup and restore operations (e.g. in the
virtualized environment) in a Cloud storage, related to high
probability of backup fragmentation resulting in multiple disk
I/O operations, is addressed in the works [54], [55]. Namely,
the authors suggest to use an SSD disk as a read cache for
non-sequential unique small data chunks with high reference.
However, traditional cache replacement policies lead to fast
SSD wearout, and this problem might be solved by applying
special policies, such as keeping the long-term popular data, as
suggested in [19]. A similar solution (by creating an SSD based
cache in the HDD based storage) for improving the efficiency
of backup operation is suggested in [56].

Finally, we note a few papers addressing the deduplication
issues at an even higher level, such as the large virtual machine
hosting cloud [57] and software-defined network [8].

VII. LINUX DEDUPLICATION IMPLEMENTATIONS

Probably, the first example an approach similar to dedu-
plication in UNIX is the so called “hard link”. Hard links
give ability to have multiple names for one file, allowing to
save some disk space occupied by identical files (see Fig. 5).
The major consequence of the “one file — multiple names”
semantic is that changing file using one name affects other file
names too. Such behaviour makes hard links usable only for
a limited set of scenarios, for example, by incremental backup
software , where
any file which has not changed between two consecutive
snapshots will appear as a single data area with multiple
hard links in backup pool. Hard links can be created using
the link() function.

Fig. 5. Hard link

The so called “symbolic link” appeared later; a symbolic
link contains a text string that is automatically interpreted
and followed by the operating system as a path to another
file or directory (see Fig. 6). Symbolic links are commonly
used as pointers to the “real object location” for compatibility
purposes, but their usage for deduplication is doubtful.

Fig. 6. Symbolic link

Recently the so called “reflink” has appeared in Linux
filesystem development. Reflinks give ability to share data
blocks (extents) among multiple files. Unlike the hard links,
each file can be modified independently using copy-on-write
(Fig. 7). This approach was traditionally used for memory
management (cloning process memory on fork() calls, for
example) but with modern file systems Linux is able now to
clone also files efficiently enough.

Reflinks first appeared in the btrfs file system with
BTRFS_IOC_CLONE ioctl() operation, but recently were
included into the virtual file system layer of the Linux
kernel with FICLONE and FICLONERANGE ioctl()
operations. Another deduplication ioctl() operation is
FIDEDUPERANGE, allowing block-level out-of-band dedupli-
cation. It could be used by any userspace program: first, to
find out that some blocks in files are identical, and then to
tell the kernel to merge them using reflinks. Ioctl operations
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Fig. 7. Lightweight copy

mentioned above first appeared in Linux kernel 4.5
. At

the time of writing, the lightweight copy and deduplication
are supported by btrfs, xfs, and ocfs2 file systems.

At least one storage vendor, NetApp Inc (multinational
storage and data management company) have the so called
“FlexClone” and “FlexVol”, which exploit exactly the “mul-
tiple files sharing identical data blocks” approach described
above [58]. The ability to easily clone production data volumes
for development or backup purposes is obviously useful in
many scenarios, and should be present in new and currently
developed storage systems.

For all implementations described above the user or an
application must explicitly require the Linux kernel to clone
a file or merge some parts of two files. This is good for
deduplication-aware applications (or users who know about
“cp --reflink”): such application can take control over
the process and specify exactly what and when to merge (or
avoid creating duplicate data at all by using the file cloning
feature).

However, for deduplication-unaware applications some
kind of “duplication finder” is required. There are many of
them, e.g., duperemove

. Such tools can save some disk space but
they are not able to save time for data writing nor to
decrease flash memory wear-out. There is a need for some
in-line deduplication software for finding and storing duplicate
data effectively and transparently for applications and users.

Two most noticeable implementations of open-source in-
line deduplication software are OpenDedup (sdfs file sys-
tem) [59] and Virtual Data Optimizer (VDO) [60].

The OpenDedup project has developed the sdfs file system
– a clustered deduplicated file system licensed under GPLv2.
It detects duplicate blocks using some kind of hash for each
block. The project uses Java, which results in high CPU and
memory overhead and relatively bad performance. Data and
workload could be distributed across multiple servers. Data
blocks can be stored also redundantly (which is exactly the
opposite idea with respect to deduplication).

Another Linux inline deduplication implementation is
VDO. It was developed by Permabit Technology Corporation
and was not open source until 2017, when Red Hat had
acquired the assets and technology of Permabit and opened
VDO to the community. It currently has some problems
related to its closed source origin (conformance with the Linux
kernel coding standards, support for non-x86-64 platforms,

refactoring of platform layer abstractions, and other changes
requested by upstream maintainers etc). But the technology
itself is thoroughly tested, mature, and in production use
since 2014 in its previous proprietary form. With the high
demand of the Linux community for a mature open-source
inline deduplication software and the Red Hat support, we
expect VDO to be ready for integration with the Linux kernel
in the nearest future. Some performance observations for
VDO used together with DRBD (Distributed Replicated Block
Device) are available in [61]. In a testing environment VDO
reduced the replication network and storage utilization (amount
of transferred and written bytes) by about 85% while only
increasing the load (the so called “la”, load average) by about
0.8.

VIII. OPEN PROBLEMS

Despite the ongoing active development of deduplication
technology, there are still open research problems that seem
promising for significant improvement of deduplication effi-
ciency. These problems are related to both general deduplica-
tion process and specific issues of disk drives. Here we briefly
describe several of these problems directly related to the SSD
specifics.

An efficient hash function; the modern SSDs are equipped
by a processing unit, but the performance of this unit is
relatively low. Chunk hash computing using SHA-1 or MD5
consumes much CPU power. So, a lightweight hash function
could make it possible to move chunk hash computing directly
to the FTL layer of the disk. This could improve performance
of data deduplication. However, a new hash function should
still have a property of uniform mapping of data chunks to
hash values. This is necessary to reduce the probability of
collisions, which lead to data loss and file corruption. Low
probability of collision (when different data chunks produce
the same hash) is crucial. This is tightly connected to the hash
size: larger hashes are less likely to collide. However, large
hashes mean large hash table of stored data chunks, low data
density, slower search, etc.

The previous problem is related to a more general problem
of SSD development with enough resources on-board to
perform deduplication inside the disk. Besides the hash
computing, data deduplication consumes memory to store the
hash table. So, memory consumption also have to be addressed
by internal data deduplication.

Distributed storage data deduplication brings up issues
on storing the hash table of distributed chunks, which could
be a problem in the case of hot swap and dynamic change
of the storage structure. Another problem is fragmentation: a
file could be distributed among several different disks, so, it
should be appropriately recomposed.

Hybrid storage requires taking into account diverse disk
characteristics: random access memory is fast but expensive
and volatile, so it is good to store the hash table, but not
file references on chunks; SSD is fast but harmed by wear
out and write amplification, so it is good to store chunks
but not the hash table or file references to chunks if files
often change; HDD is nonvolatile and comparatively cheap
but has slow random access and is harmed by fragmentation.
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So, effective techniques of data deduplication in hybrid storage
are of interest.

Effective solution of these open problems requires special
mathematical models and algorithms to be developed.

IX. CONCLUSION

Since early 2000s, data deduplication plays an increasingly
important role in storage systems. As data volumes grow and
SSD are used more widely, the existing methods are adopted
to specifics of flash-based storage. It allows to reduce the
number of writes and increase the disk lifetime, provides faster
write operations for high-load information systems, and saves
storage space.

We performed a survey on data deduplication techniques,
focusing on SSD-aware techniques. We hope that the presented
enhanced taxonomy of the research works on data deduplica-
tion for this particular subfield, as well as several open research
problems related to SSD-aware data deduplication, could be
a good starting point to development of new techniques and
approaches of data deduplication in SSD-based storage.
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