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Abstract Digital images frequently contain the objects 
which are not true for the depicted scene that can completely 
change the human perception of provided information. This 
article proposes an approach to search of the digital image 
forensics caused by distortions and noise of the Digital Single 
Lens Reflex (DSLR) devices. The tampered object detection 
algorithms can find these distortions and imperfections despite 
their size. Therefore it is necessary to reduce influence of these 
factors in various stages of image processing and forming in the 
digital devices. The method of determining the reliability of test 
image forming in the device under consideration based on the 
pixel non-uniformity of the device that appears at incident light 
was suggested. 

I. INTRODUCTION

The problem of analyzing the noise of DSLR device has 
practical application in several areas. Standard methods of 
filtering the noises which appear at different stages of image 
formation processing is not efficient in several areas of science 
and technology. Firstly, the enhancement of medical images, for 
which the noise presence is a critical problem, is often not 
solved by well-known median filtering. Secondly, it is not 
effective for images obtained from astronomical systems for the 
same reasons. Finally, determining the sensor imperfections of 
the digital device allows identifying this device among others 
and using it as evidence in forensic examination. In the images 
under consideration, size of the object often coincides with the 
smallest size of median filter mask and therefore it can be lost 
during the median filtering. 

A. Image formation in DSLR devices 
In all digital devices the general principles and main 

processing steps are very similar, despite the different 
component basis. At consecutive stages of this process, different 
noises and distortions occur due to various factors (external 
defects, nonideality of hardware components at manufacturing, 
artifacts of post processing algorithms). A block diagram of 
digital image formation is presented in Fig. 1. 

In this article the following vital questions for our 
investigation are discussed: 

what types of distortions and noises appear during the
digital image formation;
is there unique features of the DSLR device;
is it possible to find the initial device in which the
image under consideration was formed?

into digital image formation and processing scheme in detail. 

At the beginning, the light stream passes through the optical 
systems of the digital device, where it is refracted several times 
and enters the photosensitive part of the camera (sensors). At 
this stage, different types of aberration occur because of the 
structural irregularities of optical surfaces and external objects 
(dust, villi, specks) which then appear on the final digital image 
as artifacts of the DSLR optical part [1], [2], [3]. 

Because of the component cost and constructive features, 
most digital cameras have only one CCD matrix composed of 
elements by a certain pattern which is usually a set of red, green 
and blue (RGB) spectral filters. This mask is previous to the 
device sensor and is called an array of color filters (CFA) [4], 
[5], [6], [7]. 

As a result of using CFA, each pixel in the image has only 
one color component associated with it. The missing RGB 
values are calculated based on the values of neighboring pixels 
by means of an interpolation operation (demosaicing). Despite 
the fact that each manufacturer uses its own original 
interpolation methods, i.e. interpolation cores of different sizes 
and shapes and various interpolation algorithms, all 
demosaicing methods can be divided into two broad classes. 
The first class includes well-known methods, such as the 
nearest-neighbor method, bilinear and bicubic interpolation [8]. 
The second one is based on usage of not only the inter-channel 
interpolation, but also in-channel interpolation, for example, 
boundary interpolation, constant-shade interpolation, second-
order gradients, smoothing, interpolation according to 
homogeneity analysis, template interpolation, vector-based 
interpolation, Fourier filtering, etc [9]. 

After the interpolation procedure, a white balance is 
performed. At this step, unrealistic color flashes are removed. 
Thus, objects that are perceived by the human visual system as 
white will be the same in the formed image. At this stage there 
are preconditions for the development of hot and dead pixels 
artifacts [10], [11], fixed pattern noises [12], [13], [14], [15] of 
the device sensors and distortions due to the usage of Bayer 
patterns. 

Realistic perception is achieved through the use of 
colorimetric interpretation and gamma correction. It should be 
mentioned that gamma correction is necessary to redistribute the 
tone information in such a way that allows the human eye to 
perceive the brightness more accurately [16]. This is primarily 

______________________________________________________PROCEEDING OF THE 22ND CONFERENCE OF FRUCT ASSOCIATION

ISSN 2305-7254



due to the fact that the digital cameras represent brightness in 
the linear form but the human eye perceives it in the logarithmic 
one. Then, the process of noise reducing, smoothing and 
sharpening is performed to prevent the appearance of color 
artifacts. These processes are the causes of occurrence the 
structural noise residual after the filtering procedures and the 
blocking and interpolation artifacts [17], [18]. At the end of the 
digital imaging process, the formed image is compressed and 
saved in the device's memory. 

Fig. 1. The main causes for occurrence of the digital device noises and 
imperfections during digital image formation 

It follows from the foregoing that a bunch of irreversible 
nonlinear operations will be performed at the moment of 
obtaining the image of the scene. Their order and combination 

will be unique for each brand, model, device and user settings 
that can be the basic for distinguishing devices. 

B. The causes and types of sensor imperfections 
Actually, getting the perfect digital image from digital 

camera is an unattainable goal. The output digital signal 
obtained even in case of the uniformly illuminated scene will 
display small changes in sensitivity between the different 
pixels. This is partly caused by the shoot noise, also known as 
photon noise, which is a random process, and structural noise 
(PN, pattern noise) which is a constant and deterministic noise 
component [9]. Structural noise is unaltered from image to 
image of the same scene. Thus structural noise appears on 
each digital photo taken by the one camera and accordingly 
can be used later to identify the device. It is properly to call 
this a systematic distortion rather than a noise. Nevertheless, 
structural noise is an established term in the technical papers 
(Fig. 2). It is known that averaging the several images of one 
scene reduces the random component of the noise and 
enhances the structural noise. 

As already mentioned, the two main components of 
structural noise are the static structural noise (FPN, fixed 
pattern noise) and irregular structural noise (PRNU, photo-
response non-uniformity). In general, FPN refers to cases 
when the image sensor is not exposed to the light and is 
expressed in the difference between intensity of the 
neighboring pixels. FPN also depends on temperature and 
illumination.

Fig. 2. The main types of sensor pattern noise

In real images, the main part of the structural noise is the 
non-uniformity of the pixel response (PNU, pixel non-
uniformity), which in turn by syne the heterogeneity of the 
silicon wafers and sensor defects caused during this device 
manufacturing. Accordingly, it makes this type of noise 
completely independent of the temperature and humidity of 
the environment. 

Refraction of light on dust particles and reflective surfaces, 
as well as gain settings makes a significant contribution to 
PRNU. These components are called low-frequency defects. 
Because these low-frequency components are not sensor 
characteristics, they can not be used to identify the camera. 
Instead of the PNU component is applied for this aim. 

The inconspicuous differences between the sensitivity of 
non-uniformity of the digital device pixel response to the light 
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flux incident on the photocell cause the PRNU as the CCD 
(charge-coupled devices) and CMOS (complementary metal-
oxide-semiconductor) sensors [4], [5]. PRNU becomes 
apparent in each obtained from the DSLR device image in the 
form of a specific unique distribution. Suchwise, it should be 
possible to answer to the question whether the image was 
obtained from the considered DSLR device or not. 

II. SENSOR IMPERFECTIONS
OF DIGITAL DEVICES DETECTION

C. Premises of sensor imperfections 
As mentioned above issue of noise impact on a digital 

image, it is logical to conclude that some influences result 
from the very principle of image formation process (e.g. ADC 
and thermal noise) and are not unique among the technical 
means. The question of the lens distortions effect in the 
general case is a separate task and is described in other articles 
[1, 2, 16]. Therefore, the proposed in this paper approach is 
based on image formation processing only taking into account 
the unique causes (influences) that are vital for the mentioned 
above tasks. As described the aforementioned scheme (Fig. 1), 
an inefficient pixels and the pre-amplification step (by power 
supply) of each sensels (a group of sensors), with the followed 
by ADC operations and quantization of the values gives a 
matrix of light-signal conversion efficiency coefficients. As is 
clear from the description, this matrix K equals to the 
dimension of the sensor matrix of digital device mxn . In 
general, this matrix characterizes PRNU. During the image 
obtaining process the intensity I of the incident light from the 
scene gives the response I+IK. 

The extreme values of K matrix forms hot and dead pixels 
distributions. It should be mentioned that under normal 
conditions, the appearance of PRNU impact on the form of K
matrix is strongly depended on the intensity of the incident 
light during the acquisition of the image, according to the IK
law. As shown in NASA's research [19], the radiation intensity 
can be beyond the range of the perceived color range, 
nevertheless, at the same time activate the sensels. 

The described phenomenon known in the science as dark 
current, manifested in a certain signal level from the sensors at 
the input of the ADC, even with a closed lens. Continuing to 
consider hardware about the same level as the dark current has 
the actual power supply of the sensors. The supply current 
gives a constant offset O while as the dark current formally 
depends on the accumulation time and the adjusted sensitivity 
of the camera and could be expressed as D, where D has the 
dimension of the sensor matrix and mxn and the sense of non-
uniformity of the amplifiers and power supply of each 
element. It is vital to mentioned that any other noises of image 
processing, which are not previously typified, are accepted as 
the additive noise N. 

Output of the sensors in the "raw" format is: 

It is well known that in all commercial user devices on
hardware level the dark current and offset parameters are 

corrected automatically. Depending on the selected algorithm 
for this aims by manufacturers and the user's ISO sensitivity 
settings, illumination, etc., after implementation of such 
correction function F, the estimation of  noises, which are 
unique for each device under consideration at the time of 
scene fixation, could be calculated as: 

The final representation of the sensor output taking into 
account important sensor imperfections: 

The following process P of gamma correction and 
interpolation are non-linear and dependent on the other pixels 
of the image operations. 

Let go on the per-pixel description for (3): 

where yij  pixel intensity of the formed digital image, and 
Iij,Kij, ij  the intensity of incident light flux, light-signal 
conversion efficiency coefficient and important sensor 
imperfections for each pixel ij of the image respectively. 

Then the stored pixel values pij before the compression 
operation get the following form: 

where L is the local area of neighboring and estimated 
pixels. 

The analysis even in represented (5) form led to 
considerable difficulties. Thence, let resort to the hypothesis: 
all non-linear procedures P are considered as a single matrix 
operator, which influence on the matrix K and is a smaller 
factor in comparison to hardware defects of digital device. 

D. Proposed method of sensor imperfections detection 
Based on the description of the output characteristic of the 

sensor (3), it becomes quite obvious that the original image
from the matrix K can be separated by filtering F. Assuming the 
high quality of filtering, whereas allowing the passage of 
residual noise, it is obtained that: 

where  is the filtered image, is the residual noise.

This approach again requires an image estimation to 
separate the IK component, which imposes certain constraints 
on the algorithm A. In addition, it is necessary to compensate 
for the residual noise. All this determines the use of the image 
database M, applying for creating of sensor imperfections 
pattern of a device under consideration: 

Y  I  IK  D  O  N                       (1)

)( NODF (2)

IKIY
(3)

ijijijijij KIIy (4)

),),(,( jiyLyPp ijijij (5)
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To construct the sensor imperfections structure of a digital 
device, a set of initial images is used, each of images are 
applied in the next steps of the distribution formation. 

The test image is decomposed into Daubechies wavelets. In 
the region of obtained transformants, there are special regions 
(horizontal, vertical, diagonal). The approximate noise level in 
the Gaussian distribution is determined based on the 
illumination table. The next step is the scanning of the image 
with pre-detected areas by the window of 3x3 pixels with 
subsequent truncation of the noise level values. Similar 
scanning of the image is also performed using different 
window sizes to verify the results of the previous step. Then, 
the regions of interest on the image and high-frequency 
regions, which are above the noise level, are highlighted. 
These regions form the stable details of objects in the image. 
The described steps are carried out for each region of interest 
in the image. Each special area is divided into a matrix of 
significant coefficients. As a result, the significant elements of 
the objects are divided and become equal to the noise level by
amplitude. This areas are replaced by the normalized sections.
Further, in the region of the Daubechies wavelet 
transformants, the upper left part of the image is lead to zero.
Therefore, the area of transformants contains only residual 
noise. Then, the inverse wavelet transformation is performed 
to return from the transform domain to the visible 
representation. AWGN filter is used to remove the structured 
areas (depicted objects) of the image. As a result, the pattern 
of sensor imperfections is obtained. The described process 
(Fig. 3) is performed for each image formed by the camera 
under consideration. 

Fig. 3. The proposed algorithm scheme 

E. Detection of image source 
After obtaining the pattern for the selected number of 

devices, experiments are focused on a search for the maximum 
of compliance with the hypothesis:

there is a set of sensor imperfections patterns

kpatterrn ;
for the test image T, the estimation 

KIZA TT )(  is assessed. 

Further, cross-correlation among the whole set of the 
calculated patterns is estimated: 

The maximum value should be obtained when the test 
image coincides with the actual device T=q. 

The result of verification test image is a correlation field 
with the presence or absence of a peak value. By the presence, 
form, significance and severity of the correlation peak, it is 
possible to conclude that there is a similarity between the two-
dimensional distribution of structural noise extracted from the 
test image was examined and the distribution of the structural 
imperfections of the proposed DSLR camera. If there is a 
correlation peak situated in the center against the background 
of the correlation field values, it is mean that test digital image 
was formed by the investigated camera. In this case, the 
thinner the shape of the correlation peak and the greater its 
value relative to the average energy of the correlation field, the 
greater the probability that the artifacts of structural 
imperfections are similar (Fig. 4a). While the image formation 
by the non-guessed device, the value of the correlation 
oscillates in the vicinity of zero and the correlation field is 
homogeneous (Fig. 4b). 

a)

b)

Fig. 4. The results of cross-correlation image classification: a) for true 
detected image source; b) for false detected image source 

M
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pattern
M
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III. EXPERIMENTS

A. Image database 
To test the suggested method, an original database of test 

images was created. This database contains 4400 digital images
from 44 digital cameras at ones 100 images from each DSLR 
device. It should be noted that the images have a resolution of at 
least 1200x600 pixels and have not been modified from the 
moment of formation to the input of the algorithm. In case that 
the image has a higher resolution than required value, it was 
automatically reduced to the demanded size. At the same time, 
all images were automatically transformed to a horizontal 
location. The scenes present in the images does not matter, 
however, the absolutely dark and smooth frames are excluded 
from the database. Images of the base were obtained both from 
digital SLR cameras and from cameras of mobile phones. The 
characteristics of the devices participating for the experiments 
are presented in Table I. It should be noted that Table I shows 
the total pixel number.  

TABLE I.  DSLR DEVICES FOR IMAGE OBTAINING

# Brand and model Type  
of device 

Pixels, 
approx. 
Mpixels 

1 Sony DSLR A700 DSLR camera 12.25 
2 Sony DSC W80 DSLR camera 7.2 
3 Panasonic DMC-FS5 DSLR camera 10.7 
4 Nokia N97 Mobile 5
5 Canon EOS 5D DSLR camera 12.8 
6 Olympus Optical S300D DSLR camera 3.2 
7 Canon  EOS 5D Mark II DSLR camera 21.1 
8 Apple Iphone 5s Mobile 8
9 Pentax k100D Super DSLR camera 6.31 

10 Sony SLT-A37 DSLR camera 16.5 
11 Canon EOS 700D DSLR camera 18.5
12 Canon EOS 40D #1 DSLR camera 10.1 
13 Apple Iphone 6 Mobile 8 
14 Canon PowerShot A700 DSLR camera 6,2 
15 Canon PowerShot A640 DSLR camera 10,3 
16 Nokia N95 Mobile 5 
17 Olympus SP510UZ DSLR camera 7.4 
18 Canon EOS 40D #2 DSLR camera 10.1 
19 Samsung GT-I9000 Mobile 5 
20 Apple Iphone 7 Mobile 12
21 Canon EOS 6D #1 DSLR camera 20
22 Canon EOS 6D #2 DSLR camera 20
23 Nikon D5200 DSLR camera 24.7 

24-43 Canon EOS 6D #3-#20 DSLR camera 20
44 Nikon D3300 DSLR camera 24.7 

B. Sensor imperfections assessment 

For the test image of the television optical test table the 
noise pattern device was constructed. The results of this 
construction is shown in Fig. 5. 

Fig. 5. Example of television optical test table 

It is obviously that the constructed distribution, in addition 
to the clearly noticeable noise component, contains artifacts of 
the content of the investigated digital image. It should be 
mentioned that this content is not influence for proposed 
camera detection algorithm. At the same time, if the digital 
images from the investigated camera contain the random scene 
that content artifacts became invisible.  The histogram of the 
noise distribution of camera imperfections artefacts is 
represented in Fig. 6. 

Fig. 6 Camera imperfections artefacts of television optical test table scene 

As seen from the constructed histogram, the form of the 
distribution is close to normal. Consequently, the received 
noise pattern is characterized by the parameters of the normal 
distribution (Fig. 7). 

Fig. 7. Device imperfections histogram 
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To select the essential and sufficient number of images, 
which is required for the correct operation of the algorithm 
involved in imperfection pattern construction process, the 
dependence of the maximum correlation coefficient on the 
number of images was tested (Fig. 8). 

The results underline that the value of peak-correlation 
energy of the estimate grows almost linearly with increasing 
number of images. It should be mentioned, the estimated value 
increases by 2% over the entire range on average. However, 
the greatest increase in the value of the proposed estimate (by 
9%) is observed with the number of used images up to 15. 

A test of detection on the device of the test image was 
carry out from the existing set of 43 different brands and 
models of devices (Fig. 9). 

As can be seen from the graphs, the algorithm made the 
true decision about whether the test image belongs to the 
device #21 in case of identification across the entire set of 
devices. 

Fig. 8. Peak-correlation-energy in dependence on image number 

Fig. 9. Camera identification among 43 devices for the test digital image 

To evaluate the proposed output criterion of the 
algorithm  peak-correlation-energy, a comparison of this 
metrics with well-known correlation approaches: cross-
correlation and Pearson correlation was done and performed in 
Fig. 10. 

Fig. 10. Comparison of image correlation methods 

The test was realized on a set of 300 images by comparing 
the noise characteristics obtained from these images with the 
priori known device imperfections feature of Canon 700D. As 
can be seen from investigation, the proposed method of 
correlation estimation of images based on the peak-
correlation-energy has a large interclass distinguishability of 
the compared noise patterns for the problem under 
consideration. 

IV. CONCLUSION

To sum up, presence of the different types of DSLR device 
distortions and noises is critical for the systems of automatic 
authentication of digital images. The most significant of them 
are the sensor imperfections of digital device that arise 
because of the pixel non-uniformity. 

The method considered in this article allows detecting a 
unique noise distribution of DSLR device sensors and 
determining device from which the selected image was 
obtained. In order to test the algorithm the original database of 
digital images was created in a similar way to [20]. 

It should be noted that the suggested sensor imperfections 
distribution is unique characteristic of the DSLR device and 
can be used for verification of digital images, i.e. for solving 
the problem of reliability of the digital image obtaining from a 
particular device under consideration [21]. 

The peak-correlation-energy is proposed as the output 
criterion of the algorithm. Testing and analysis of the 
algorithm are performed based on the original digital image 
base. Adding images to the set that is used for getting the 
device imperfections feature increases the metric value by 2% 
on the average. The number of images in the set should be at 
least 15 because in this case the greatest increase in the value 
of the proposed estimate (by 9%) is observed. The proposed 
estimate of digital image correlation allows to achieve a 
greater interclass distinctiveness than the Pearson correlation 
and standard cross-correlation. 
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