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Abstract-This article summarizes the SNR estimation
methods and suggests a relatively simple SNR method for
estimating blind signals for QAM and PSK modulation
signals. The proposed modification of this method allowed
to accurately estimate the BER or SER with a transaction
of a relatively small number of symbols and a minimal
error without any reference sequences. A practical
application of this method is also provided - compensation
of the BPSK signal offset using AWGN in the channel.

1. INTRODUCTION

The most of the modern communication systems use
spectral efficient modulations like a QAM or M-PSK. By the
way increasing the number of channel symbols requires better
communication channel [1-5]. So the most of the up to date
communication systems like WCDMA or LTE are adaptive
and uses different modulation dependent to the channel
quality. The chosen modulation method is the result of the
compromise between channel quality and required speed. Also
all digital communication systems have a threshold effect
when the system works near the limit of channel codec and
any minimal deterioration of channel quality can drop the
communication.

In most cases, the resulting criterion of communication
system reliability is bit error ratio (BER) or symbol error ratio
(SER). Measurement of these criterions performed by the
transaction of etalon sequences or based on channel decoder
messages [6]. This approach requires existing of the reference
sequences and a huge number of transacted symbols for
decreasing resulting error. Moreover, there is valuable time
and measurement error dependence from a number of
transacted symbols. For example, you should transact 10°°
symbols to achieve an applicable accuracy 107°. Also, there
are some measurement systems that gives the result only after
they had fixed 100 errors.

In practical case will be useful to have an approach for
marking the probability of bit error based on the received
signal without any etalon sequences. There are no ways for
evaluation of BER without knowledge about the transacted
message. However, for each modulation type, there is
functional dependence between BER and a signal to noise
ratio. So if there is a method of measurement SNR in channel
BER can be calculated with using dependence described
above. The valuable disadvantage of this approach is that it is

applicable only with additional white Gauss noise distortion
any other distortions like frequency selective fading can’t be
considered to this approach.

There are too many sources devoted to the theory of the
statistical radio systems in that exactly described method of
the evaluating different parameters of the received signal, by
the way evaluating dispersion of the received signal is the
complicated and sparingly described task. In cases when the
dispersion of channel noise is unknown value adaptive
methods are more applicable, but they don’t solve dispersion
evaluation task. Theory of adaptive method synthesis as well
as optimal methods described in [7]. Also up to date number
of the patents devoted to this method still increasing.

The scope of this work is proposing simple SNR
estimation method for QAM and PSK modulations and a
distortion identification algorithm on the example of BPSK
signal constellation.

II. SIGNAL DISTORTION EVALUATION METRICS

For the generality of reasoning, we should make some
overview of classic distortion evaluation metrics: signal to
noise ratio (SNR), carrier to noise ratio (CNR), bit energy to
noise spectral density ratio. SNR metric is the ratio between
average signal power and average noise power in the signal
band. Under the signal, we understand baseband signal based
on low frequency before modulator in the transmitter or after
demodulator in the receiver. CNR metric is the ratio between
average carrier power and noise power in the noise band that
defines transmitter radio circuits after modulator or receiver
radio circuits before demodulator. So the main disadvantage of
these methods is the fact that they do not consider the inner
band distortions and there are cases when SNR or CNR metric
shows high value but the signal is strongly distorted. These
metrics more applicable for analogue modulation technics.

The energy of bit or symbol to the average noise spectral
density E,/N, or EJ/N, is appropriate quality measurement
metrics for the digital signals. However, these metrics don’t
characterize some types of digital modulation like quadrature
modulation methods. By the way, this metrics are applicable
for evaluating the quality of the quadrature signals and applied
in practical cases.

The appropriate metric for the quadrature signals is the
evaluating of the deviation value between real symbol vectors

ISSN 2305-7254



PROCEEDING OF THE 21ST CONFERENCE OF FRUCT ASSOCIATION

in the quadrature coordinate system and their reference points
[8-9]. Description of three most spreader metrics will be listed
below.

Modulation Error Ratio (MER) is the ratio between
average symbol power and average error power that
represented in decibels. In this definition, it is easy to mix
MER and SNR but the last defined for baseband signals and
MER exactly for quadrature signals. So we can say that MER
is a digital variation of the SNR for quadrature signals:

MER =101g L=,
P
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e

where P, is average power of the signal constellation and P,, is
average power of error.
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Fig. 1. Error vector concept

difference between transmitted S, and received S’k symbols

(Fig. 1). Using the vector concept we can perform MER
definition for the frame that contains the N symbols:
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where [ and Q; are in-phase and quadrature coordinates of the
received symbol and the error vector magnitude define by nest
equation:

e :(Ik _ik)2 +(Qk _Qk)z-

So MER is the direct and appropriate metric for the
distortion evaluation of the quadrature signals. By the way,
this metric can be related to reference metrics type because for
it calculation should be known both received and transmitted
signals.

3)

In other case, instead of originally transmitted coordinates
may be wused coordinates that were recovered by
the demodulator in the receiver. This variation of MER metric
can be related to the non-reference metrics type. This type of
metrics is applicable only to the modulation types with limited
channel symbols number, digital signals exactly correspond to

this criterion. We will add the “R” letter to the definition of
this metrics. This letter means “receive” [10]. So the non-
reference variation of the MER will be called RMER.

In the few sources there is the definition of the MER
separately to each symbol of the signal constellation inside k-
frame:

1 N (12 2
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MER, =101g

Also, should be noted that in the case when signal distorted
only with AWGN and channel band equals to symbol speed
according to Nyquist criterion reference MER will be equals
to SNR:

SNR = E. | N, = MER. 5)

Error Vector Magnitude is the ratio between the average
square deviation of the received symbols relative to their
reference points and the average magnitude of the received
constellation. This metric can be represented in percent’s:

%.100%:\/5400%. (6)
ZH(Ik +Qk) P,

This metric is reverse proportional to MER. Also, EVM
can be defined for each symbol in a frame like MER:

EVM =

€ |ek|
EVM, = k =Lk
1l <~ [/, ) P (7
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Listed above metrics are invariant linked between each
other. So each of them can be represented by another:
MER|dB|=10lg———=-201g EVM. 8
[dB]=101g e g )

The main problem in using non-reference metrics is that in
error case EVM will be smaller or higher than it is because
detector with a hard decision will attract it to the nearest
constellation point (Fig. 2). For example, RMER will be
higher than MER. In the telecommunication guides, this
moment is noted but no solution was not represented.
Assume;i that MER is incorrect when symbol error is higher
than 10™.

So the measurement equipment limited by the RMER value
related to BER like 107 — 107, It is called a failure threshold.
Of course, this threshold has dependence from modulation
type and listed in Table I.

TABLE I. PRACTICAL RMER MEASUREMENT THRESHOLD

Modulation type Measurement threshold, dB
BPSK, QPSK 7-10
QAM-16 15-18
QAM-64 22-24
QAM-256 28-30
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Quadrature Amplitude

In-phase Amplitude

Fig. 2. Signal constellation with low and high noise

The upper threshold of the most measurement equipment is
limited by value about 40-45 dB anyway for the ideal signal
without noise. The reason is inner equipment noise. In
addition should be noted the fact that modern equipment
measures BER and SER that allow making a decision about
reliability RMER, and typical measurement error defined
RMER =+ 2dB [11].

For the analysis of the non-reference metrics behavior in
the case when SNR ratio is bellow then measurement
threshold, was performed model research of communication
system in Matlab software package [12]. On the Fig. 3
represented block-scheme of the experimental model with
MER and RMER calculation. During all experiment average
power of the signal constellation maintained at the constant
level.

On the Fig. 4 represented experimental dependences of
averaged on K =100 frames (any of each frame consist of 1000

Quadrature Amplitude

In-phase Amplitude

symbols) MER values, calculated in reference to original and
recovered constellation for different QAM orders. So referred
to the graphics we can make a conclusion that under the
defined value of the E,/N, all non-reference results are worst
in comparison with reference metrics, exactly RMER has
method error 2-9 dB. This method error becomes exactly
thresholds represented above (Table 1). The one valuable fact
should be noted — there are no the same RMER values for
different E,/N, ratios. RMER function monotone increase
according to SNR increasing. This fact allows using RMER
for invariant recovering the true SNR ratio and increasing the
measurement equipment abilities. Now make a comparison
between reference and non-reference EVM calculation. The
scheme of the experiment is the same with represented on the
Fig. 3, of course excluding measures. The results of these
experiments are represented in the Fig. 5.

MER

Modulator Channel

Demodulator

Fig. 3. Experimental model for MER and RMER calculation
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The non-reference metric shows unreliable results when
SNR ratio is low. MER can be used anyway because there is
an invariant dependence between EVM, MER and SNR and
MER is more applicable in practice case then other metrics.

III. SIGNAL TO NOISE EVALUATION APPROACH

There is a known modulation type (BPSK, 4QAM/QPSK,
16QAM, 64QAM, 256 QAM) with only AWGN distortion
factor. Quantizer noise does not matter. Also, there are no any
reference sequences. The task is to evaluate SNR ratio in the
receiver with hard decision detector. For this evaluation will
be using a non-reference metric RMER. These metric giver
reliable results without offset when SNR is better than
SER <107 That is equal to the difference for each
modulation type threshold of the SNR. In the case when SNR
is below threshold there is systematic error that depends on the
real ratio between signal and noise in the channel. So the
RMER value should be corrected.

There are two error correction approaches, which can be
applied in dependence on hardware realization of the receiver.

The first way represents as calibration table with the
defined step that defines approach resolution. It will take a lot
of memory and requires a small number of calculation. The
second way represents as the polynomial approximation of the
resulting line bellow reliable threshold, it will be chosen.

Polynomial coefficients can be found with using least
squares method:

L, 4y +a,(RMER)+a,(RMER)' + ... ©)

0
The result of coefficients calculation represented in Table 2.

Should be noted that line on fig. 5 related to the non-
reference metric is the result of the analysis of the huge
number of symbols. The real practical results will be
dissipated near it with the defined error that is a future of any
probability method.

IV. BIT ERROR RATIO EVALUATION APPROACH

The metric listed above can be applied for evaluation of the
bit or symbol error ratio as well as evaluation of the SNR. In
the case when there is QAM modulated signal that distorted
only by AWGN noise and quantizing effects does not matter
there are three steps of the BER or SER evaluation approach
[13].

The first is RMER measurement by recovered with using
optimal detector constellation. The second is correcting results
in the case when Es/No bellow threshold for chosen
modulation.

The last step is the calculation of BER using the next
modified equation:

4 1 3
BER~—|1-—— —— |RMER ¢, 10
k( \/MJQ (M—lj (10

where £ is the number of bits or symbols, M is modulation
order, Q(x) is the error function defined in [7]. The proposed
methodic represents the principal different approach for
evaluation of BER in relation to a classic metrics (Fig. 6).

V. THE EFFECT OF CONSTELLATION DISTORTION

So all described above metrics use as a basis assumption
that there is only AWGN and there are no linear or nonlinear
distortions of the signal constellation. When any other
distortion adds to the AWGN influence BER can’t be
calculated by using modified RMER method. By the way,
methodic for separation of AWGN and offset influence can be
proposed. In the next part of this article, one of each will be
discussed on the simplest case — BPSK modulation, anyway it
can be extrapolated for all MPSK modulations.

In BPSK demodulation process the most difficult to
elimination distortion is turn of the signal constellation,
because signal to noise ratio in receive band still high but the
reliability of communication system valuable decrease. This
distortion can arise when signal is passing through city
building as well as it can be caused by incorrect functionality
of receiver radio tract.

Let’s consider the second case closer. Block diagram of
typical low-cost quadrature receiver represented at the Fig. 7
from left to right: antenna and low noise amplifier, band filter,
quadrature demodulator, lowpass filters for each quadrature
signal, ADC and any digital device like a MCU. In this case of
hardware realization, there is analogue lowpass filter in each
quadrature signal. To achieve high characteristics the next
features should be required from quadrature filters: high level
of suppression in stopband, minimal distortions in the
passband and minimal width of the transition band. These
features are appropriate for analogue filters with high orders
[14], one of the examples represented on the Fig. 8.

TABLE II. POLYNOMIC COEFFICIENTS

Modulation ay a; a, as ay as o, dB D, dB
4-QAM -2,672 1,518 -0,023 - - - 0,02 0..7
16-QAM 5,559 -2,959 0,455 -0,014 - - 0,1 0..15
64-QAM -62,35 19,845 -2,300 0,1181 0,0021 - 0,25 0..22

256-QAM 169,43 -59,35 7,898 0,498 0,0151 -0,0002 0,5 0..28
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Fig. 6. BER measurements for proposed and classical methodic
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Fig. 8. Principal scheme and magnitude response of low pass filter for quadrature receiver
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High order of the analogue filter requires a using a large
number of electronics components, if these components are
cheap the magnitude and phase response of each quadrature
filter can have valuable differences. In some cases, the
characteristics of the electronic components can change their
values with time or under influence of aggressive factors like a
high temperature or vibration. So it can cause quadrature
imbalance and turn the signal constellation. An algorithm for
the received BPSK signal quality assessing is developed. It
allows distinguishing the signal constellation distortion effects
and AWGN acting on the signal. The main feature of the
algorithm is the use of a received signal quality mixed metric,
which includes the elements of the standard metrics (BER)
and the non-reference metrics REVM.

V. COMMUNICATION SYSTEM WITH BPSK RELIABILITY
ANALYSIS WHEN SIGNAL CONSTELLATION IS DISTORTED

In the first case will be considered the reliability of BPSK
signal distorted only by AWGN and E,/N, ratio is defined
value.

In coherent receive case, BPSK signal constellation
represented in quadrature coordinates by two vectors with

magnitude \IET and the quadrature component equalize to

zero. So, in this case, BER can be defined by next equation

[15-17]:
1 E
BER = —[1- —2 1,
2[ erf ‘/No ]

where erf() is Laplace function. At the Fig. 9 represented two
cases of BPSK signal receive, S is a received symbol and p
and o are central and initial moments of the AWGN.

(11)

In the distorted case, modified equation for BER calculation
can be applied:

E,

BER 1. (12)

dist

= %[l —erf cos((/))

0

VI. OFFSET IDENTIFICATION AND COMPENSATION ALGORITHM

First of all, we should analyze current BER using any way
like a decoder message or any pilot signal. If BER meets
requires there are no reasons to switch on algorithm to
reducing battery consumption. In other case, REVM should be
analyzed. If there is no distortion factors the feedback power
control system can be activated of course if this future exists.
If distortion factor eliminated the compensation parameters
should be calculated and applied to the receiver. Than
algorithm returns to the beginning.

After review, we should describe each step of the algorithm
properly (Fig. 10). After receiving the channel symbol and soft
decoding there are there are / and Q values that defines symbol
S in 1Q coordinates. When one frame was received those
values stored as coordinates array:

S\'i = {]i;Qi} .

Also, this values can be accumulated from one frame as
well as aggregated from different frames. So when

(13)

accumulation is finished we should to normalize error vector
according to average signal power and then we can evaluate
equation

average error vector. The next
normalization coefficient[18,19,20]:

represents

Q(t)

-

1(t)

Fig. 9. Distortion influence on BPSK signal: a) AWGN only, b) AWGN and constellation offset
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(14)

where M is modulation order, P (S i) is symbol energy and k

is the number of totally received symbols or frame size. As
known all symbols of the PSK modulations have the same
energy we can easily compensate constellation distortion
because there is only one case when it shifted on the same
corner. This corner can be calculated by this equation:

plk)= arccos(%Am(k) - \/E), (15)

where £ is a frame size, E; — average symbol energy and EVM
is error vector calculated by non-reference approach.
Additionally, this equation illustrated in Fig. 11.

Receive
frame

L

BER
analysis

L

REVM
calculation

no
BER higher then

required level

yes
Factors eliminated

Enable Evaluation
feedback correction
power parameters
control
Correction
Request .
X receiver
frame again
parameters

Fig. 10. Offset identification algorithm

Analysis
distortion To start
factors

179

Fig. 11. Offset angle evaluation

At the Fig. 12 represented results of compensation
algorithm working for the next parameters: REVM calculated
on the 1024 bit frame and offset angle is 30 and 60 degrees.
The dashed line shows BER dependence on E/N, without
offset, dot line sows BER with offset and full line shows result
of compensation algorithm work.

--- BER (Eb/NO) 1Q no offset
wass | . BER(Eb/NO) 1Q offset=15
— BER(Eb/NO) compensation

BER

a)

L00Ew00
Eb/NO
100601
100602
L00E03
100604
--- BER (Eb/NO) IQ no offset
L0005 ... BER(Eb/MNO) 1Q offset =30
— BER(Eb/NO) compensation
100606
10007
[+
wd
[:+]
100608

b)

Fig. 12. Compensation algorithm results: a) offset 307, b) offset 60~
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So when E,/N, relation is low algorithm shows worsted
results, because REVM cannot be correctly calculated. But we
can evaluate E,/N, threshold for different offsets upper that
algorithm will get excellence. This dependence represented at
the Fig. 13.

N

Improved
area

| Distorted area

N

40 50

30 0
Imbalance degrees

10 20
Fig. 13. Algorithm results for different offset values

So for better application this system we should exactly
eliminate situation when there is an offset and E,/N, greater
then threshold. Should be noted that analysis of reference
sequences and modified RMER approaches can’t eliminate
these situations. At the Fig. 14 represented two BPSK signal
constellations, the first has no offset a 7.6 dB of E,/N, ratio,
the second have offset a 9.2 dB of E,/N, ratio. However, in
these two cases, BER is equal 1.9%10™.

For the differentiation of these cases, we will separate
received REVM values of received symbols that was stored in
a buffer for the intervals. This intervals evaluated for each data
array with using Sterdges criterion[7]:

(16)

o REVM vox— REVM vin
1+log, (k)

where REVM,,;, and REVM,,, are maximal and minimal
values of the received EVM, and £ is buffer length. At the
next, step the number of symbols for the each interval will be
calculated, the limits of each Li represented by next formula:

L, = {REVM win+li; REVM win + 1 +1)}. (17

At the Fig. 15 represented on of analyzed frame and its
signal constellation, at the histogram horizontal ax shows the

REVM value related to the \/ ES as 100% , vertical axe

represents the number of symbols at the each interval L; .

So when we have influence of high-level noise we will have
dissipation for the different interval without offset, but when
we have an offset of constellation an E;/N, is high there is the

180

strong offset of experimental separation function and small
dispersion. Let’s consider the case of this algorithm working.

b)

Fig. 14. Constellations with equal BER: a) without distortion, b) with
distortion

Dispersion analysis

0
47.5

48 48.5

Fig. 15. Offset factor analysis

At the Fig. 16 represented working diagram of the
algorithm with next set of parameters. The signal recognizes
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as distorted when dissipation overload 2%. Required BER is
10°. Each REVM calculated by averaging 1024 channel
symbols, and for distortion evaluation analyzed 1000 frames.
12 BER over gequirements
S —— & —— & ——& ——@

10 F

8 Distorted area \

Improoved Area

Eb/NO, dB

o1 O
otential
e — —
4 — Improvement
e ——e ) Area
Distorted area
2 |
[ ]
o L L L L L L
0 10 20 30 40 50 60

Imbalance, degrees
Fig. 16. Algorithm working diagram

VII. CONCLUSION

RMER based signal to noise ratio evaluation method
proposed. It was established that there is a one-to-one
dependence between RMER value and true SNR value for
different modulation types. This approach allows spreading
measurement band of measurement equipment. Signal
constellation offset elimination algorithm based on non-
reference metric REVM for BPSK signal proposed. This
algorithm allows separating influence of AVGN and
constellation offset.
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