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Abstract—Fault mitigation for modern embedded systems is a 
necessary feature due to accelerating aging and manufacturing 
defects, which diagnosis during the chip testing at fabric is 
impossible. In addition, different ways of system using may need 
different degree of fault protection that need to be implemented. 
Another parameter of embedded system – area. It is one of most 
critical parameters for SoC in embedded systems and is strongly 
constrained. Increasing fault protection leads to growing of the 
SoC’s area. In this situation, it is necessary to know how strong 
the fault mitigation is and how it effects on the area. We propose 
the method for development of hardware components that can 
help to evaluate project from point of area constraints and fault 
probability requirements. 

I. INTRODUCTION 
Building on-board network is impossible without using 

network controllers.  

In the development process, the transport layer controller is 
an IP block, which is further used as a part of the SoC 
performing various functions on the on-board network. 
Transport layer controller’s IP block, being more complex in 
structure and function, than IP blocks of the lower layers of the 
data transfer protocol, have a higher probability of failure than 
the Besides that using of thin design rules for SoC allow to 
place a lot of different components on one chip. Therefore, the 
functionality of embedded systems grows dramatically. 
However, using of thin design rules is accompanied with 
accelerated aging and manufacturing defects that can not be 
diagnosed during the chip testing at the fabric [1].  Therefore 
manufactured by thin design rules SoC should include fault 
mitigation mechanisms [2], [3], [4]. Thus, the task of 
mitigating the faults that occur in such an IP block is very 
urgent. 

Any transport controller includes elements such as memory 
(for storing configuration, buffering data), a state machine (one 
or more that determine the state of the connection, the data 
being transmitted), and logic that ensures the functioning of the 
memory blocks and the state machine. 

Controllers used in on-board computer networks are exposed 
to charged particles, which can disrupt the normal operation of 
the controller, or the information stored in it. Damage to a 
function block is determined by the location of the charged 
particle in the controller's area and location of the functional 
block on this area. 

Two variants may be considered when an fault occurs in 
state machine: 

1) Soft fault – as a result of a value change at the FSM
input (as a result of the action of charged particles on
the register or memory from which parameters of FSM
are read), the transition to the state erroneous for the
current operating stet of the FSM will occur. In this
case, there may be a loss of transmitting data, or a
disconnection of the controller. However, the state
machine component will work, and can recover after the
failure.

2) Hard fault – failure of FSM because of physical failure
of registers or communication lines between logical
components. In this case, it is impossible to restore the
controller's efficiency.

In the controller operating conditions in the on-board 
computer networks, it is necessary to provide the possibility of 
detecting and mitigating of such faults. For convenience, we 
will call the complex of detection and mitigating faults 
"protection". Implementing a hardware controller it is 
necessary to take into account the area that controller will 
occupy in production. The use of "protection" tools inevitably 
increases the area occupied by the controller. To regulate the 
size of the occupied area, it is possible to use various 
combinations of detection and mitigating mechanisms, as well 
as the complexity of these algorithms. Therefore it is necessary 
to be able to analyze possible options for using "protection" in 
terms of achieving the required probability of failure (or 
uptime), and the area that will be occupied by a functional 
component with a "protection" mechanism. 

In this article, only a part of the "protection" will be 
considered - the mechanism for fault mitigation. This is due to 
the fact that the detection mechanism is a large area that 
requires a separate considering, and is beyond the scope of the 
work being presented. 

In the proposed research, the estimation of the parrying 
mechanism was evaluated according to the following 
parameters: 

1) Number of steps to fail – number of steps after which
probability to stay in “failed” state is more than
specified
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2) Area of the functioning block with mitigation 
mechanism 

Following values were the variable parameters were the: 

1) Construction of the functional component 

2) Number of reserved elements 

3) Size of input and output data vectors of functional 
component 

The research objective is to construct a solution space for 
functional component that perform the same functionality, 
having the same size of input and output data, but differing the 
way they are implemented. 

To solve the problem we propose a method of partial 
redundancy selection that is based on design space exploration 
(DSE). Based on DSE methods are widely used for modern 
SoC development [5], [6], [7], [8]. The design space 
exploration of NoCs is commonly formulated as a constrained 
optimization problem [9]. This approach is used for different 
tasks (such as buffer size selection, arbitration rules selection 
and many others) that have high computation complexity. 

Solving the problem is divided into 5 main parts. 

The first part (Section 2) describes options for constructing 
a functional block, and a mechanism for fault mitigation. 
Options for full and partial redundancy were chosen for the 
analysis. The second part (Section 3) - defines approaches to 
the method of constructing functional blocks with a mitigating 
mechanism based on the DSE. The third part (Section 4) 
considers the method of DSE applicable to the functional 
blocks selected for consideration. The fourth part (Section 5) 
represents an estimate of the probability of failure of a 
functional block of different architectures with a fault 
mitigation mechanism. The fifth part (Section 6) presents the 
results of estimating the failure probabilities and the effect of 
the parry method used on the area of the functional block for 
various methods of its construction. 

II. FUNCTIONAL BLAOCKS’ CONSTRUCTION WITH FAULT 
MITIGATION MECHANISM 

There are various approaches of building component partial 
redundancy. We consider two most common ways of partial 
redundancy as use cases: the whole component redundancy and 
sliding redundancy of subcomponents [1]. 

Some spare components are included into the system, when 
the main component functionality is critical for the SoC. 
Quantity of spare components is equal to number of faults, 
against which the system should be tolerant. Using one spare 
component when the main component is failed allows 
supporting the SoC functionality without degradation. Fig. 1 
describes the situation with one spare component in the 
scheme. If faults are detected, control signal is applied, that 
changes data flow direction from main component to spare 
component in input and output MUX. 

This approach essentially increases the SoC hardware cost 
(area), while the strong area constraints are typical for many 
embedded systems. Therefore, it is often impossible to provide 

redundancy for many components, which functionality is 
critical for the SoC. It significantly reduces operating 
parameters of the SoC when this approach is used, and 
essentially limits its scope. 
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Fig. 1. The example of full redundant structure 

Also we consider another way of partial redundancy in this 
paper. Realization of this approach would require less area. It is 
based on decomposition of a basic component onto 
subcomponents that are self-similar to the basic component. 

For most components whose inputs and outputs are bit 
vectors decomposition on self-similar sub-components may be 
used. These self-similar components will can process parts of 
input/output vectors. So we can say that one component that 
have N input/output bits may be divided into M sub-
components that will have N/M input/output bits. 

However, implementation of self-similar sub-components 
involves additional overheads (with increasing of area and 
timing constraints). In NoC can be identified quite a number of 
types of components overhead for implementation of which as 
a group of components are not big. 

In case of decomposition there is an opportunity to use spare 
sub-component instead of spare component (Fig 1). For 
protection the component against one failure, we don’t need to 
duplicate full component. Quantity of spare subcomponents 
should be equal to quantity of mitigated failures. 

Fig. 2 describes including spare sub-component in the 
decomposed component. IN-MUX (as on Fig. 1) divides input 
data between sub-components. Spare MUX receives data from 
both lines and switches which data spare sub-component need 
to operate. In this situation, spare sub-component can operate 
data instead of sub-component 1 or 2. OUT-MUX combine 
data from different sub-components, and may use data from 
spare sub-component if it is needed. All MUXes are applied by 
one line from Fault Detector. This method of redundancy is 
called sliding redundancy. The dashed line indicates the area 
that is considered in this article. This area covers 
subcomponents and multiplexers that are used to switch lines 
between main and spare subcomponents. This article does not 
include exploration of the source of the signal switching the 
circuit from the main subcomponents to the spare ones, i.e. the 
article does not consider the issue of detecting the occurrence 
of faults. 
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Fig. 2. The partial redundancy scheme on subcomponent layer 

Using spare MUX is that overheads that differs full 
redundancy and sliding redundancy. But in sliding redundancy 
we need much less area for spare sub-component than spare 
component in full redundant scheme. 

Using of these approaches allow to implement components 
that resist to equal quantity of faults. But there construction 
logic of functioning differs.  

The multiplexers, used for including spare components are 
bottleneck for both schemes. The considered approaches do not 
allow to mitigate faults in these multiplexers. Quantity of 
multiplexers and its area are various for different approaches, 
therefore fault probability will be different. 

In this paper we propose the components partial redundancy 
method based on design space exploration. This method allow 
to choose partial redundancy way correspondingly the area 
constraints and required fault probability. 

For the scheme with full redundancy, base component is 
main component that is reduced with spare component. In 
sliding redundancy, scheme base component is one main sub-
component, because all other sub components are the same 
with the base. 

Different approaches of components partial redundancy are 
used for SoCs [10], [11], [12], [13]. All approaches of partial 
redundancy lead to increasing of SoC’s area. Area of spare 
components and the fault probability could be various for 
different approaches and depend on way of spare components 
placing. The required fault probability depends on planned 
embedded system lifetime. 

In many cases the smallest area overheads lead to smallest 
fault probability. However, dependency between these 
parameters is very complex. It is determined by scheme of 
spare components integration into the system, by the size (area) 
of additional multiplexers that are used. These multiplexers 
themselves do not have redundancy, fault mitigation for them is 
not implemented, thus they could decrease achievable fault 
probability. 

Therefore the operating parameters of a developed 
embedded system strongly depends on selected approach for 
partial redundancy in it. 

The N-dimensional design space is formed in the frame of 
this approach. Number of dimensions is equal to quantity of 
system parameters, for which values should be specified or 
constraint in the system design. 

III. METHOD OF THE FUNCTIONAL BLOCKS’ CONSTRUCTION 
BASED ON THE DSE 

Design space in the considering situation may be determined 
by three parameters: 

 area that is needed to place the logic; 

 time (or number of steps if discrete model is 
considered) to reach maximum permissible value 
of the probability to fail; 

 number of the sub-components that are used to 
construct the component. 

To define each of the parameters it is necessary to go 
through the algorithm that may be described with following 
steps: 

1) Development of the basic structure (without spare 
components) and development of the structure 
with spare components for every considered 
partial redundancy way. 

2) Evaluation of area for every component included 
into the structure. 

3) Evaluation of the area for the basic structure. 

4) Evaluation of the area for the structure with spare 
components. 

5) Evaluation of the area overheads that arises due 
spare components – obtaining the coordinate of the 
point on the area overheads axis. 

6) Development of the Markov net for the structure 
with spare components. 

7) Evaluation of probabilities to fail for the elements 
of Markov net correspondingly its areas and types. 

8) Evaluation of fault probability - obtaining the 
coordinate of the point on the fault probability 
axis. 

IV. DETERMINATION OF THE COMPONENT AREA ON THE 
BASIS OF THE AREAS OF THE BASIC COMPONENT AND 

OVERHEADS 

We introduce following notations: 

Sb – the area of base component  

Sc – the area of one subcomponent (self-similar to base 
component) for second way of partial redundancy  

Scൌ Sb

N
, 

where N – quantity of subcomponents in base component. 

Sr – the area of scheme with partial redundancy, Sr1 – the 
area when first way is used, Sr2 – the area when second way is 
used. 
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where 

K – redundancy multiplicity 

Sm1 – the area of multiplexers  

Sh – the area overheads,  

Sh1 – the area overheads when the first way is used,  

Sh2 – the area overheads when the second way is used 

V. MARKOV CHAIN FOR THE COMPONENTS WITH FAULT 
MITIGATION 

To estimate the probability of the occurrence of hard error 
and the failure of a component, it was decided to consider the 
state of the component in the form of a Markov chain. This 
consideration allows you to evaluate possible scenarios of 
events during the work of the component. 

We introduce the following notation for states: 

W – fully operational component, all subcomponents are 
functioning 

P – fault of one of the main subcomponents 
R – fault of the spare subcomponent 
F – fully unworkable state of component 

Markov chain for the component with fault mitigating 
mechanism may look like on Fig. 3. 

pR 

pP 

pW  pF F

P

R
W

pRF 

pPF 

pWF 

pWP 

pWR 

 
Fig 3. Markov chain for the component with one fault mitigation 

The resulting chain is absorbing. This is due to the fact that 
over time, any device goes into a inoperative state. Transitions 
between states are caused by the occurrence of certain events: 

1) The transition W¬> P occurs when the main 
subcomponent or its multiplexer fails. In this case, 
only one of the subcomponents is denied, the rest 
are in a working state. The redundant 
subcomponent for this transition is considered 
workable 

2) The transition W¬> R occurs in the event of 
failure of the spare subcomponent. The main 
subcomponents are considered to be workable at 
the same time. 

3) The P>F transition occurs in the same way as the 
W->F transition; however, for P →F, one 
subcomponent (and more), including the back-up 
one, suffices. 

4) The transition R¬> F occurs in the event of the 
failure of one (or more) subcomponent. In this 
case, the backup subcomponent has already been 
denied. 

5) The transition W¬> F occurs when two or more 
subcomponents fail. In this case, it can be two or 
more main subcomponents, or a combination of a 
spare subcomponent and the main subcomponent 
(one or more), or the failure of all the 
subcomponents at once 

However, this graph can be generalized, in view of the fact 
that the transitions W¬> P, W¬> R, and P¬> F, R¬> F can be 
considered together as a logical "OR" construction. Thus, the 
graph will look like the one shown in Fig. 4. 

pPR 
pW  pF FP|RW

pPRF 

pWF 

pWPR 

 
Fig 4. Markov chain for the component with one fault mitigation. Generalized 
view 

In this form, the graph is suitable for any number of sub-
components and describes mitigating one hard fault. 

The following notation is used in the graph: 

pW – transferring probability to stay in W-state (work 
without failures) 

pWF – transferring probability  to move from state W to F-
state, where F – state when component is completely non-
working 

pWPR – transferring probability to move from state W to 
state P|R,  

pPRF – transferring probability to move from state P|R to F-
state (system failed).  

pPR – transferring probability  to stay in PR-state 

pF – transferring probability  to stay in F-state. As F is the 
finish state, this probability is equal 1 

Bsed on description of transfers in received generalized 
graph formulas were derived. These formulas describes 
transferring probability in graph on Fig. 5. Formulas form is 
justified by the fact that probability to fail of main 
subcomponent and spare subcomponent are different. 

1ݎܵ ൌ ሺܭ  1ሻ ∗ ܾܵ  ܵ݉ (1) 
2ݎܵ ൌ ܰ ∗ ܵܿ  ሺܭ  1ሻ ∗ ܵܿ  ܵ݉2

ൌ ܾܵ  ሺܭ  1ሻ ∗ ܵܿ  ܵ݉2 (2) 

݄ܵ1 ൌ 1ݎܵ െ ܾܵ ൌ ܭ ∗ ܾܵ  ܵ݉ (3) 

݄ܵ2 ൌ 2ݎܵ െ ܾܵ ൌ ሺܭ  1ሻ ∗ ܵܿ  ܵ݉2  (4) 
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Formula 5 describes the transition probability PWPR. This 
probability is the sum of the probabilities of a hard fault in the 
spare subcomponent when the mains are in good condition, or 
in one of the main subcomponents with a good condition of 
spare one.  

where: 

ܲ – main subcomponent fail probability 

ோܲ – reserve subcomponent fail probability 

N – number of states in the scheme (excluding W и F 
states) 

 

Equation 6 describes probability to transfer wrom W-state 

to F-state.  

where: 

n – minimal number of failed elements 

Formula 7 describes the probability of transition from the 
state P|R to the state F. This situation occurs when one main 
subcomponent fails (or more) when the spare sub-component is 
not failed, or if the spare subcomponent fails when main one 
are not failed, or if the spare subcomponent and one (and more) 
of the main subcomponent fails. 

where: 

M – number of working subcomponents, and M=N-1 

Probability to appear in states W, P|R will be defined by 

equations (8-9) 

In this case probability to stay in state F will be equal 1, 
because the chain is absorbing, and the state F is absorbing one. 

VI. RESULTS OF DSE METHOD USING 
The proposed construction of the redundancy options have 

been implemented and synthesized using Cadence RTL 
Compiler 16.1. As the result of compiler work areas of 
components were obtained. Initially, the basic circuit elements 
were synthesized –with 2/4/8/16/32/64 bit width of 
input/output vectors. Table I contains areas and fault 
probability of the component with different width of the vector 
and different area correspondingly. 

TABLE I. SYNTHESIS OF BASE COMPONENTS 

Input vector Bit 
Width Total Area Probability to get a 

fail on this area 

2 1330 2�10-6 

4 2510 4�10-6 

8 5600 9�10-6 

16 11289 1.8�10-5 

32 25034 8�10-5 

64 61733 1�10-3 

 

Tables II and III contains information about area of 
components constructed with subcomponents. In Table II – 
without redundancy, in Table III – with partial redundancy. As 
for partial redundancy multiplexor is needed area of 
multiplexor is also presented. 

TABLE II. SYNTHESIS OF DIFFERENT COMBINATIONS OF SUB-COMPONENTS 
WITHOUT REDUNDANCY 

Input 
vector Bit 

Width 

Number of 
sub-

components 

IN/OUT 
vector  
Width 

Base 
Area Total Area 

32 4 8 5600 22400 

32 2 16 11289 22578 

64 8 8 5600 44800 

64 4 16 11289 45156 
 

TABLE III. SYNTHESIS OF DIFFERENT COMBINATIONS OF SUB-COMPONENTS 
WITH REDUNDANCY 

Input 
vector Bit 

Width 

Number of 
sub-

components 

IN/OUT 
vector  
Width 

Base 
Area 

MUX 
Area 

Total 
Area 

32 5 8 5600 3400 45000 

32 3 16 11289 4950 48717 

64 9 8 5600 4100 87300 

64 5 16 11289 6200 87445 

 

Table IV contains average MUX area and probability to fail 
that depends on the area of MUX. This probability and value 
from Table I forms PR value, because spare subcomponent is 
considered together with MUX. 

ௐܲோ ൌ ሺ1 െ ோܲሻ ∙ ேܥ
ଵ ∙ ܲ ∙ ሺ1 െ ܲሻேିଵ  

 ோܲ ∙ ሺ1 െ ܲሻே (5) 

ௐܲி ൌ ሺ1 െ ோܲሻ ∙ܥே
 ∙ ܲ ∙ ሺ1 െ ܲሻேି

ே

ୀଶ

 

 ோܲ ∙ܥே
 ∙ ܲேି ∙ ሺ1 െ ܲሻ

ே

ୀଵ

 

(6) 

ܲோி ൌ ܥே
 ∙ ܲ ∙ ሺ1 െ ܲሻேି

ே

ୀଵ

 

ሺ1 െ ோܲሻ ∙ܥெ
 ∙ ܲ ∙ ሺ1 െ ܲሻெି

ெ

ୀଵ

 

 ோܲ ∙ܥெ
 ∙ ܲெି ∙ ሺ1 െ ܲሻ

ெ

ୀ

 

(7) 

ௐܲ ൌ 1 െ ௐܲோ (8) 

ܲோ ൌ 1 െ ܲோி (9) 
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TABLE IV. SYNTHESIS OF DIFFERENT COMBINATIONS OF SUB-COMPONENTS 
WITH REDUNDANCY 

Input vector Bit 
Width Average MUX Area Probability to get a 

fail on this area 

2 620 1�10-6 

4 970 1.5�10-6 

8 1120 1.8�10-6 

16 2150 3.4�10-6 

32 4175 6.7�10-6 

64 8444 1.3�10-5 

Based on the data from Tables I-III, the following 
parameters necessary for building the solution space can 
defined: 

 Area of base subcomponent
 Overhead area
 Probability to fail depending on the area

(subcomponents’ or MUXs’)

Let’s build the solution spaces for the described 
components, using the formulas from Section 4 to determine 
the areas, and the formulas from Section 5 to determine the 
transition probabilities and the number of steps to failure. 
Calculations will be carried out for components having 32 and 
64 bits of input / output vector. Each of them can be made up 
of 2, 4 or 8 subcomponents having 16, 8, 4, 2 bits at the 
input/output of the each subcomponent. 

Table 5 shows the results of calculating the number of steps 
to failure for components of different architectures (size of 
input/output vector and the number of subcomponents). The 
probability value is calculated based on a probability of failure 
of the area unit. Thus, the formula for calculating the 
probability of failure of the main subcomponent or spare 

subcomponent can be calculated by formula (10) 
where: 

P – probability to fail main or spare sub-component 
p – base value of the probability to fail 
S – area of the sub-component 

Base probability to fail value was used - p=1.6�10-9  

TABLE V TOTAL AREA OF THE COMPONENTS CONSTRUCTED WITH DIFFERENT 
NUMBER OF SUB-COMPONENTS 

IN/OUT Data 
Width Combination Steps To Fail Total Area 

32 

2 × 16 102972 22578 

4 × 8 119340 22400 

8 × 4 145205 22170 

16 × 2 153514 22280 

64 

2 × 32 23890 45320 

4 × 16 59785 45156 

8 × 8 65643 45098 

16 × 4 77257 45265 

On the basis of the calculations carried out, graphs can be 
constructed (Fig. 5 and Fig. 6). 

Fig 5. Solution space for component with 32 bits in/out vector width 

On the graphs there are numbers of sub-components used in 
the component (2, 4, 8, 16).  

Fig 6. Solution space for component with 64 bits in/out vector width 

Graphs on Fig 5 and 6 shows increasing of the steps to fail 
with the increasing of complexity of internal component 
structure. The area of the component is very similar. However, 
as it may be seen from Table V it is different for different 
variants of internal construction of the component. More 
clearly it shows the graph on Fig 7. 

Fig 7. Areas of the components with different number of subcomponents 

Graph on Fig 8 shows increasing of probability to appear in 
state F of Markov chain. 
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Fig 8. Increasing of probability to appear in state F 

CONCLUSION 
The article describes an algorithm, that makes possible 

using of DSE method in SoC components and functional 
blocks design. The proposed DSE method is based on three 
parameters: the area of the functional block, its internal 
architecture, and the probability of a hard error appearing in 
the subcomponents of the functional block. 

The proposed method involves the use of Markov chains, 
which, in turn, require a parameter - the probability of a 
transition. To determine the transition probabilities, formulas 
were derived (Section 5). These formulas can be used for 
functional blocks of a similar architecture. 

The article gives an example of using DSE method for a 
component with different architectures, but identical 
functional. Based on the results of the calculations that are 
necessary to use the method, graphs were constructed that 
reflect the solution space for the selected example. 

During this research important remark was made - changing 
complexity of the internal structure of the component causes 
changing of the probability and area. It is necessary to search 
how probability changes depends on changing of complexity.  

Also, during the work on this research, was mentioned that 
synthesis of redundant components need to be carried with 
special parameters, because of using different optimization 
algorithms in synthesis tools. This optimizations may lead to 
disappearing necessary redundancy on the gate level and 
transistor level in favor of area minimizing. 
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