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Abstract In this paper we describe an attempt to build 

statistical machine translation software named Esperus, which is 

aimed to translate from Esperanto to Russian. We apply the 

Moses toolkit on several corpora, consisting of novels, translated 

from Russian to Esperanto, and OPUS corpus. The quality of 

translation is evaluated with an automatic metric BLEU score, 

and some of the results are compared with the translation of 

Google Translate service. Furthermore, we analyze 400 

translated sentences to find the most frequent errors and make 

conclusions from them. 

I. INTRODUCTION 

Statistical machine translation is nowadays a cheap and 

easy way to build a machine translation system. It requires 

only parallel text corpora and a special toolkit. To improve the 

translation, researchers just need to enlarge the corpora or to 

sort the data in order to make it cleaner.  

In spite of this fact many languages still cannot be 

translated automatically with proper quality. One of them is 

Esperanto. Despite being the most popular artificial language 

in the World it has few electronic dictionaries and even less 

translation systems. The most popular one - Google Translate 

[1] - use English as Interlingua, therefore, the result of the 

translation are sometimes unreadable.  

In our experiment we try to build a new translation system, 

which will translate directly from Esperanto to Russian. Our 

main hypothesis is that we should obtain better results than 

Google Translate even with smaller parallel text corpora. 

The paper is structured as follows. Section II and Section 

III briefly describe the process of building the statistical 

machine translation system. Section IV shows the evaluation 

of the results of our system Esperus and in Section V we infer 

the main problems of our project. Finally, the paper is 

concluded and future plans are set. 

II.  DATA 

The modern statistical machine translation systems are 

phrase-based, i.e. they choose a translation according to the 

phrase table. To build a phrase table big enough to get an 

adequate translation we need a huge amount of parallel data 

called bitexts.  

Today there are many already made open parallel corpora 

that can be used for research, for example, Multi-UN or 

Europarl. The best data for Moses toolkit [2] would be some 

political documents, translated in both languages, because they 

are written in an unambiguous and standardized language.  

Unfortunately there is no government in the world, that 

speaks and writes in Esperanto. For that reason the number of 

already parallel data on the Internet is limited. That means that 

we needed not only to find already parallel data, but also find 

ways to align  

A. Already parallel data 

The only website that provided us some parallel data was 

the OPUS corpus [3] - an open-source parallel corpus, 

considered by some researchers as the biggest free and open 

corpus in the World. The information in this corpus was 

already collected from the Internet and can easy be 

downloaded in any preferred format. The data we have chosen 

to use is as follows: 

 Text messages from KDE4, Ubuntu and GNOME 

software in Russian and Esperanto languages. (0,25 

million target tokens). 

 "OpenSubtitles2011" texts, which were previously 

the subtitles for different movies. (nearly 5 thousand 

target tokens). 

 Sentences from "Tatoeba" multilingual project, 

which is similar to Wikipedia: anyone, who knows a 

language pair, can add a sentence or a translation. This 

corpus appeared later as a most qualitative one (0,2 

million target tokens). 

B. Raw data 

Already collected data was not enough to build a working 

machine translation system. For that reason we decided to 

choose some novels to transform them into bitexts. Because of 

the copyright we were forced to find some hundred-year-old 

fiction novels of Russian authors, for example, Nikolaj Gogol, 

Ivan Turgenev and Mikhail Bulgakov. Also we added some 

Polish authors, because the translation to both languages 

seemed pretty close.  
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Fig. 1. LF Aligner graphical editor 

However, we faced several problems with texts, originally 

written in English. The Russian translation sentences often had 

different structures due to different language features. So, we 

excluded some books that from the first sight seemed 

acceptable. 

To get a bitext from 2 novels we used LF Aligner software 

[4]. Based on a hunalign algorithm [5], it provides decent 

results to other language pairs, for example, English and 

Russian. The program allows to choose, which pair of 

languages do you need and which output will you get in the 

end. However, when trying to match Russian and Esperanto 

sentences, LF Aligner somehow tried to use built-in English 

dictionary, and that made the output results worse. For that 

reason the output bitexts were always checked manually with 

graphical editor. (Fig. 1)  

In the upshot, we collected 1.27 million source tokens and 

1.35 target tokens, and that was enough to make an experiment 

in building a machine translation system. 

III.  BUILDING THE SYSTEM 

The machine translation system was build using PROMT 

DeepHybrid Training Server (Fig.2). PROMT training server 

is practically a graphical interface for Moses toolkit, an open-

source statistical machine translation system that allows to 

automatically train translation models, with some addition. 

Moses toolkit itself consists of GIZA++ [6], which finds 

parallel tokens, and the built-in implementation of model 

optimization (Minimum ErrorRate Training, MERT [7]). In 

addition, we used a readymade language model, based on 

publicist texts on the Internet. This language model is based on 

KenLM [8] libraries that are currently considered by PROMT  

 

as the best among other packages that perform language model 

queries. 

Despite the fact that our data were more suitable for 

building a Russian-Esperanto translation model, not 

Esperanto-Russian, we decided to stick to the latter. We 

assumed that for us it would be easier to evaluate a Russian 

text, and the main disadvantages and weak points of the 

system would be visually more obvious. 

There are features of our translation system that I would 

like to highlight. First of all, we transformed all the letters 

s was the 

fact that many modern authors ignore the former and use the 

latter instead. To avoid the variabily we standardized the 

writing manner. However

 

Then, we saved in our bitexts not only tshort and simple 

sentences, but also compound and complex sentences, because 

they were often seen in the fiction texts. If we had excluded 

the long sentence, we would have lost an appreciable amount 

of data. For the same reason we left the non-punctuation 

symbols in sentences, because they are in common in technical 

texts. 

Then, we excluded 1% from our training set. This 1% we 

used later to test our system.  

In the end, we performed tuning to improve som 

translation model parameters. (Fig. 2) To do this we also 

excluded 1% of all data before the training has even started. 

After taking these steps we got a machine translation 

system, that we called "Esperus". The name of our system, on 

the one hand, has abbreviations of the language pair - 
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Esperanto and Russian, and, on the other hand, can be 

translated from Esperanto as "(I) would hope", which means, 

that our system is only a first step to build something, but we 

still hope that it can grow in something more serious. 

 
Fig. 2. PROMT server graphical interface 

IV. EVALUATION 

We tried to evaluate the output of our system by several 

metrics: BLEU, comparing with Google translate and flagging 

the errors. 

A. BLEU  

BLEU Score [9] is one of the most popular methods to 

evaluate results of the machine translation. To use this metric, 

we need to compare a translation of a system with that of a 

human. The results may be presented on the scale from 0% to 

100%, where the latter means that the human and automatic 

translations are identical. The BLEU score is based on 

comparison of n-grams. It is language independent, fast to use 

and unbiassed. What is more, BLEU is built in the Minimum 

ErrorRate Training and it helps MERT to improve translation. 

To evaluate our results, we used a browser application 

called iBLEU [10]. It takes 3 files (original text, automatic 

translation, ideal translation) as an input and a BLEU Score 

and graphical histogram as an output. It also allows comparing 

several translations with the ideal one.  

To evaluate our texts we divided them into 3 groups - 

fiction texts, that mostly consisted of novels and had long and 

complicated sentence structures, spoken texts, that consisted of 

Open Subtitles and Tatoeba corpora and had usually short 

simple sentences with one clause, and technical texts, taken 

from Ubuntu and other software. 

From each group we took 1% of all sentences (70 thousand 

tokens totally) and ran the iBLEU application for them. 

The results are shown in Table I: 

TABLE I. THE BLEU SCORE FOR DIFFERENT TEXTS 

 BLEU Score 

Fiction 30,82% 

Spoken 26,57% 

Technical 16,34% 

Average 27,39% 

For inflectional languages such results may be considered 

as successful. 

V. COMPARING WITH GOOGLE TRANSLATE. 

Google Translate is one of the most powerful machine 

translation systems, available online. Recently Google added 

Esperanto to their system.  

 

Fig. 3. 
of Esperus (on the top) and Google 

 

Fig. 4. A histogram comparing BLEU score for Tatoeba  text in translation 

of Esperus (on the top) and Google 

For that reason we decided to compare our results. Thus 

we took 50 test sentences from the novel "The Master and 

Margarita" by Mikhail Bulgakov, which was used in our 

training set, and 50 sentences from Tatoeba corpus. We 

expected that the score for the former would be higher for 

Esperus, because it is familiar of proper names of this novel, 

but we could not be so sure about the latter. 

The results for fiction and spoken sentences can be seen on 

Fig. 2 and Fig. 3 respectively. 

The first group of sentences showed a pretty convincing 

result: 46.52% score for Esperus translation VS 15.22% for 

Google. 

As an example we can mention this group of sentences: 

 English translation: Cry to him! 

  

  

  

Here we can clearly see that this mistake is caused by 

English language as Interlingua. Google started to translate a 

word from Esperanto to English, but then for some reason 

stopped and left it like this. 
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Tatoeba sentences were more complicated for Esperus, but 

still it managed to gain better score: 33.00% VS 31.07%.  

Let us see some examples: 

 English translation: He is a Frenchman 

  

  

Frenchwoman/ 

 

/He appears french/ 

Here we can see that Esperus probably chose the wrong 

translation from the table, but the Google translator made the 

sentence more complicated. 

VI. FLAGGING THE ERRORS 

However, there are several disadvantages of the BLEU 

Score metric. The main point of a machine translation is to 

make the output understandable to someone, who needs a 

translation quickly. Dealing witch languages like Russian, that 

has free word order and many inflections, statistical machine 

translation system usually fail to choose the right case or 

number for a noun, for instance. Being still readable enough 

for a user, a sentence with wrong inflections may have a low 

BLEU Score. The same situation we may deal with, when the 

translation system changes the word order, because the BLEU 

evaluation is simply based on n-grams. 

This is the reason why many automatic translations get low 

scores for a Russian translation. Many researches show, that 

getting a result higher than 15% is almost impossible. 

To evaluate our results more properly we chose the most 

common mistakes in machine translations and then analyzed 

400 sentences, manually counting all the mistakes we see. 

Some sentences had several mistakes, 130 sentences had no 

mistakes at all. The results can be seen in Table II. 

TABLE II. NUMBER OF ERRORS IN EACH CATEGORY 

 Errors 

Verb tense 0 

Verb number 36 

Gender 39 

Verb person 39 

Noun/adjective case 103 

Noun/adjective number 0 

Wrong word 11 

Wrong lexical variant 71 

No translation 141 

Wrong pronoun 17 

Punctuation 24 

Word order 0 

Missing word 21 

Extra word 10 

Sentence structure 16 

Total 528 

 

As we can see, there were no mistakes connected with 

tense, adjective or noun number and word order. The 

translations were almost correct in these situations owing to 

the grammar rules of Esperanto. First of all, the word order in 

Esperanto is as free as in Russian, but usually it tends to be 

Subject-Verb-Object. Then, there are special inflections that 

mark the verb tense and the noun number. It means that there 

is only one way to translate it. 

Other errors, especially connected with wrong lexical 

variant, can probably be solved only by building different 

translation systems for different text genre. 

We shall mention some typical mistaken sentences: 

 No translation: ironiis  

 Wrong lexical variant: 

 

 Wrong gender agreement:  

 

 Wrong case agreement: -

? 

 Wrong pronoun:  

  -  

 Wrong verb number agreement:  

 

. 

VII. ANALYSIS 

Despite the good BLEU Score, we found many mistakes in 

the translation of Esperus, and it cannot be just a coincidence. 

We analyzed thoroughly each step that we performed and 

found several disadvantages in what we had done. 

The one and the biggest disadvantage is lack of qualitative 

data.  

On the one hand, we used some corpora from OPUS 

project without checking the corpora. On closer examination 

we saw, that some sentence in technical part of OPUS corpora 

are even not translated from English. It contains sometimes 

random symbols in the middle of the sentence, and these 

moments can certainly ruin all the statistics. So, we decided to 

exclude technical corpora from our future research. 

On the other hand, we used all fiction novels that could be 

found on the Internet, legal and free, and it is not enough. So, 

now we see a perspective in Tatoeba project and Wikipedia 

texts. That needs that we need to encourage people around the 

world, who know Esperanto, to add translations to these two 

Websites. It would certainly help not only our project, but also 

other people who try to learn and improve Esperanto around 

the world. 

The second great disadvantage of our current translator is 

different spelling of words with diacritic marks in Esperanto. 

Unfortunately, we realized that there are several ways to write 

words with diacritics:  
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2) The old-fashioned printing way, which was used by 

publishers in XX century. Some of them could print the 

diacritic mark, so they used "h" instead: ch, gh, hh, jh, sh, 

uh; 

3) The modern "internet" way, which is used today in 

World Wide Web by those, who cannot install special 

software to type these words: cx, gx, hx, jx, sx, ux. This 

way is the most appreciated, because there is no "x" in 

Esperanto, so you can always understand that it replaces a 

diacritic mark; 

4) The modern "lazy" way, when someone just ignores 

the fact of their existence: c, g, h, j, s, u 

We didn't pay much attention to these, and it resulted in a 

variants in the phrase table and inability to translate some 

simple words, that are written in, for example, modern 

"internet" way. 

To solve this problem, we need to build some spellchecker 

in our translator, which will unify the ways of writing into one. 

The third disadvantage of our project is a problem with 

aligner. As we mentioned before, LF Aligner had no Esperanto 

dictionary inside, so it tried to match the sentences with an 

English one. We failed to add an Esperanto dictionary, so we 

were forced to check the results by ourselves. To continue the 

work more comfortable, we need first of all to fix this little 

bug, and then the precision of automatic alignment will be 

higher.  

We hope that with dealing with these problems we will 

manage to improve our results in the nearest future.  

VIII. FURTHER PLANS 

We plan to continue working on the Esperus project. 

 Our next step is to build a translation model from Russian 

to Esperanto. To do this, we will need a certain amount of 

monolingual data in Esperanto to build a language model. For 

this we plan to use Wikipedia. 

Our next step is to design a graphical interface to our 

program, either in browser or as separate software. This 

interface will accept different ways of writing the diacritical 

symbols. 

IX. CONCLUSION 

We have succeeded in our goal to build a working 

prototype of a statistical machine translation system from 

Esperanto to Russian language that all in all gets better results 

than Google Translator. 

We have discovered several problems underlying the 

incorrect translation, and some of then we still do not know 

how to solve. For example, the problem of choosing between 

context. 

However, in the nearest future we are able to improve our 

result and set new goals. We realized that the main issue of our 

project is lack of big and qualitative amount of parallel data, 

and that is usually a problem of many other statistical machine 

translation systems. What is more, we found some specific 

problems, for example, different ways of writing the diacritical 

marks. 

We hope that our work will inspire other scientists to 

consider Esperanto as interest language to work with. 
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