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Abstract—The real-time audience measurement system 

consists of five consecutive stages: face detection, face 
tracking, gender recognition, age classification and in-cloud 
data statistics analysis. The challenging part of such system is 
age estimation algorithm on the basis of machine learning 
methods. The face aging process is determined by different 
factors: genetic, lifestyle, expression and environment. That is 
why same age people can have quite different rates of facial 
aging. We propose a novel algorithm consisting of two stages: 
adaptive feature extraction based on local binary patterns and 
support vector machine classification. Experimental results on 
the FG-NET, MORPH and our own database are presented. 
Human perception ability in age estimation is studied using 
crowdsourcing which allows a comparison of the ability of 
machines and humans. 

I. INTRODUCTION 
Automatic video data analysis is a very important 

problem in modern society. A lot of different algorithms, 
using popular techniques as principal component analysis, 
histogram analysis, artificial neural networks, Bayesian 
classification, adaptive boosting learning, and many others, 
have been proposed in the field of computer vision and 
object recognition over recent years [1, 2]. 

A wide variety of information that can be extracted from 
a face image, such as identity, age, gender, ethnicity, and 
scars, marks and tattoos. The identification characteristic of 
face images has been well explored in real-world 
applications, such as passports and driver licenses control 
[1-3]. Despite the broad interest for face recognition 
algorithms, there is only a limited number of research on 
how to estimate and use the demographic information (age, 
gender, ethnicity) contained in face images [4]. 

In this paper we focus on age estimation, whose 
objective is to determine the specific age or age group of a 
subject based on preliminary detected face region. Among 
its possible applications one should note electronic customer 
relationship management (such systems assume the usage of 
interactive electronic tools for automatic collection of age 
information of potential consumers in order to provide 
individual advertising and services to clients of various age 
groups), security control and surveillance monitoring (for 
example, an age estimation system can warn or stop 

underage drinkers from entering bars or wine shops, prevent 
minors from purchasing tobacco products from vending 
machines, etc.), biometrics (when age estimation is used as a 
part that provides ancillary information of the users’ identity 
information, and thus decreases the whole system 
identification error rate). Besides, age estimation can be 
applied in the field of entertainment, for example, to sort 
images into several age groups, or to build an age-specific 
human-computer interaction system, etc. [1]. 

In order to organize a completely automatic system, 
classification algorithms are utilized in the combination with 
a face detection algorithm, which selects candidates for 
further analysis. In papers [3, 4] we propose a system which 
extracts all the possible information about depicted people 
from the input video stream, aggregates and analyses it in 
order to measure different statistical parameters  (fig. 1). 
The quality of face detection step is critical to the final result 
of the whole system, as inaccuracies at face position 
determination can lead to wrong decisions at the stage of 
recognition [5, 6]. To solve the task of face detection 
AdaBoost classifier, described in paper [7], is utilized. 
Detected fragments are preprocessed to align their 
luminance characteristics and to transform them to uniform 
scale. On the next stage detected and preprocessed image 
fragments are passed to the input of gender recognition 
classifier which makes a decision on their belonging to one 
of two classes («Male», «Female») [4, 13]. Same fragments 
are also analyzed by the age estimation algorithm. The 
proposed gender and age classifiers are based on non-linear 
Support Vector Machines (SVM) classifier with Radial 
Basis Function (RBF) kernel [37]. To extract information 
from image fragment and to move to a lower dimension 
feature space Local Binary Patterns (LBP) features are 
utilized [38-41]. To estimate the period of a person’s stay in 
the range of camera’s visibility, face tracking [8-11] 
algorithm is used. It is based on Lucas-Kanade optical flow 
calculation procedure [12]. 

The challenging part of such system is age estimation 
algorithm on the basis of machine learning methods. A 
number of studies in the biological, psychological, and 
cognitive science areas, have reported on how the human 
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brain perceives, represents, and remembers faces. In 
particular, various aspects of human age estimation have 
been studied in the field of psychology [15]. Psychological 
studies often have the goal of examining the efforts of a 
subject’s age, gender, and race on the accuracy of age 
estimation that the subject provides [16]. However, the 
accuracy of age estimation by human subjects on a large 
scale has not been reported for most databases used in 
automatic age estimation research [17]. A variety of 
research in the area of age classification has been done over 
last few years [14, 18-34]. 

The main contribution of this paper are as follows. 
Human perception ability in age estimation is studied using 
crowdsourcing expert opinion which allows a comparison of 
the ability of machines and humans. We propose a novel 
algorithm consisting of two stages: adaptive feature 
extraction based on local binary patterns and support vector 
machine classification. Experimental results on the FG-
NET, MORPH [35, 36] and our own database are presented. 

 
Fig. 1. Real-time audience measurement system based on computer vision 
and machine learning algorihms 

II. FACE AGING DATABASES 
There are conventional databases that are widely used in 

a field of age estimation from facial images. Each image in 
such data sets contains information about biological age of a 
person on this image. The most commonly used database is 
MORPH [35]. It contains over 55 thousand facial images of 
more than 13000 different persons: men and women of 
various races, nationalities and ages. Database MORPH is 
quite big and suitable for both training and testing.  

Images of people of Caucasian race (about 17000) have 
been selected from MORPH database. Faces were 
automatically allocated using boosting algorithm. Further, 

false positives samples were removed. Moreover, large 
number of fragments of unsatisfactory quality was manually 
discarded. Such fragments contained images with significant 
defects of lightning, repeated images of the same person of 
the same age, faces with unnatural facial expression (closed 
eyes, grimacing, etc.) and faces of persons whose age is 
visually significantly different from the biological.  

For selecting of images a group of experts was involved. 
It resulted in creating of an image set from MORPH 
database. This set contains 6513 fragments which are most 
suitable for carrying out experiments on the automatic age 
estimation. Statistical distribution of faces depending on the 
age is represented on Fig. 2. 

 

 
Fig. 2. Statistical distribution of faces depending on the age for the set of 
images that was selected from MORPH database 

It should be noted that the distribution of the ages in the 
final database of selected fragments is nonuniform. There 
are no images of people whose age is less than 16 years, and 
for people who are older than 57 years the number of 
available fragments on the class is inadequate for training or 
testing. The most of the images falls on the age range from 
30 to 40 years. Thus, the base MORPH has necessary 
number of images (approximately 100 per class) only in the 
range of 16 to 55 years. For range extension it is required to 
develop own database. Particular attention should be given 
to images of people younger than 16 years and older than 57 
years. 

Another conventional database is FG-NET [36]. It 
contains 1002 images of 82 persons (about 12 images of 
different ages for each person). This database is not enough 
big for training, despite of it FG-NET is widely used as 
testing database in literature.  

For the research purpose faces were automatically 
allocated. Further, false positives were removed manually. 
The resulting set contained 841 person (level of selection for 
boosting algorithm was 84%). The distribution of faces 
depending on the age for FG-NET is represented on Fig. 3. 

The distribution is nonuniform: most of images falls on 
the age younger than 20 years. For the rest age ranges 
number of images decreases. Such distribution may distort 
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the statistics of the test algorithm and make an analysis of its 
work unreliable. Because of this there is the important task 
of developing a faces test material having a uniform 
distribution of the ages. Due to these challenges the task of 
developing our own database with uniform distribution is 
being of current interest.  

 

Fig. 3. Statistical distribution of faces depending on the age for the set of 
images that was selected from FG-NET database 

The main problem of creating the specialized database 
for age recognition task is a lack of information about the 
real biological age of people on images. However, it is 
possible to use a visually perceived age as a reference. For 
this purpose a group of experts is involving to determine 
approximate age of each person in database in 
crowdsourcing experiment. Database that is labeled in a 
such way is suitable for both training and testing of 
algorithms. Such experiment was carried out for new 
database (10500 images) that was previously used for 
training and testing of gender classifier. Each image was 
evaluated by five experts. The final value of age was 
obtained by averaging taking into account possible blunders 
which were not taken into account. The statistical 
distribution for the resulting database is shown on Fig. 4. 

 

 

Fig. 4. Statistical distribution of faces depending on the age for own 
database  

The distribution is nonuniform, the most of the images 
falls on the age range from 16 to 40 years. The developed 
database is more suitable for training and testing of 
algorithms because it has more wide age range than 
MORPH database. However, developed database contains 
insufficient number of images of young and older people. 

This challenge leads to creating another database with a 
controlled number of images for each age.  

Control Russian Faces Database (RUS-FD) that was 
selected from free sources of information (social network 
Vkontakte with labeled age for person avatar picture) 
contains 150 images of real-life low resolution (60x60 
pixels on each face)  Russian-people faces for each age 
(from 6 to 60 years). The biological age of people on images 
was known in advance. The accuracy of this information 
was verified by the expert group.  

Thus, four different databases was prepared for training 
and testing of algorithms of age estimation. Their main 
parameters are given in Table. I. 

TABLE I.  PARAMETERS OF TESTING AND CONTROL FACE AGING 
DATABASES 

Database Number 
of images 

Age 
range 

Distribution 
by age 

Labeling of 
age Purpose 

Image set 
from 

MORPH  
6513 16-75 nonuniform 

real 
biological 

age 

training 
and 

testing 

Image set 
from  

FG-NET 
841 1-70 nonuniform  

real 
biological 

age  
testing  

Own 
database 10500 1-80 nonuniform  subjectively 

perceived age 

training 
and 

testing  
Control 
database 

(RUS-FD) 
8100 6-60 

uniform (150 
images per 
each age) 

real 
biological 

age  

training 
and 

testing  
 

III. AGE ESTIMATION ALGORITHM 
The proposed age estimation algorithm realizes 

multiclass classification approach (Fig. 5) where for each 
age (from 1 to N) a binary classifier is constructed deciding 
whether a person on input image looks older than the given 
age or not. Input fragments are preprocessed to align their 
luminance characteristics and to transform them to uniform 
scale. Preprocessing includes color space transformation and 
scaling, both similar to that of gender recognition algorithm.  

Additionally image normalization was performed by 
histogram equalization procedure. Transformation to LBP 
feature space and SVM training procedure are used for 
binary classifier construction. To predict direct age binary 
classifier outputs are statistically analyzed and the most 
probable age becomes the algorithm output.  

To test age estimation algorithms performance standard 
metrics were calculated: 

• Mean Absolute Error (MAE) – mean absolute 
difference between estimated and real ages. 

• Cumulative Score (CS) – the probability that 
estimated age lies within an interval dx from real age. 

• Probability Density Function of age estimation error. 
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Fig. 5. LBP-SVM age estimation algorithm block di
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Fig. 10. Examples of age estimation using the propo
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V. CONC
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estimation from real-life face 
proposed an age estimation a
stages: adaptive feature extra
patterns and support vecto
Experimental results on stand
our private RUS-FD face agi
Human perception ability in ag
crowdsourcing experiment wh
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