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Abstract—The system allowing to extract all the possible 

information about depicted people from the input video stream 
is discussed. As reported previously, the proposed system 
consists of five consecutive stages: face detection, face tracking, 
gender recognition, age classification and statistics analysis. 
The crucial part of the system is gender classifier construction 
on the basis of machine learning methods. We propose a novel 
algorithm consisting of two stages: adaptive feature extraction 
and support vector machine classification. Both training 
technique of the proposed algorithm and experimental results 
acquired on a large image dataset are presented. More than 
90% accuracy of viewer's gender recognition is achieved.  

I. INTRODUCTION 
 Automatic video data analysis is a very challenging 

problem. In order to find a particular object in a video 
stream and automatically decide if it belongs to a particular 
class one should utilize a number of different machine 
learning techniques and algorithms, solving object 
detection, tracking and recognition tasks [1-3]. A lot of 
different algorithms, using such popular techniques as 
principal component analysis, histogram analysis, artificial 
neural networks, Bayesian classification, adaptive boosting 
learning, different statistical methods, and many others, 
have been proposed in the field of computer vision and 
object recognition over recent years. Some of these 
techniques are invariant to the type of analyzed object, 
others, on the contrary, are utilizing aprioristic knowledge 
about a particular object type such as its shape, typical color 
distribution, relative positioning of parts, etc. [4]. In spite of 
the fact that in the real world there is a huge number of 
various objects, a considerable interest is being shown in the 
development of algorithms of analysis of a particular object 
type – human faces. The promising practical applications of 
face recognition algorithms can be automatic number of 
visitors calculation systems, throughput control on the 
entrance of office buildings, airports and subway; automatic 
systems of accident prevention, intelligent human-computer 
interfaces, etc. 

Gender recognition, for example, can be used to collect 
and estimate demographic indicators [5-8]. Besides, it can 

be an important preprocessing step when solving the 
problem of person identification, as gender recognition 
allows twice to reduce the number of candidates for analysis 
(in case of identical number of men and women in a 
database), and thus twice to accelerate the identification 
process. 

In order to organize a completely automatic system, 
classification algorithms are utilized in the combination 
with a face detection algorithm, which selects candidates for 
further analysis [9-14]. In paper [15] we proposed a system 
which extracts all the possible information about depicted 
people from the input video stream, aggregates and analyses 
it in order to measure different statistical parameters 
(Fig. 1).  

 

 
 

Fig. 1. A block diagram of the proposed application for video analysis 
 

The quality of face detection step is critical to the final 
result of the whole system, as inaccuracies at face position 
determination can lead to wrong decisions at the stage of 
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recognition. To solve the task of face detection AdaBoost 
classifier, described in paper [16], is utilized. Detected 
fragments are preprocessed to align their luminance 
characteristics and to transform them to uniform scale.  

On the next stage detected and preprocessed image 
fragments are passed to the input of gender recognition 
classifier which makes a decision on their belonging to one 
of two classes («Male», «Female»). Same fragments are 
also analyzed by the age estimation algorithm which divides 
them into several age groups [17]. Age classifier shares the 
same learning technique with that of gender classifier. 

As a result the following metrics are calculated: 

� Count — the number of viewers who’ve paid an 
attention to a particular product or have watched the 
advertisement. 

� Opportunity to See (OTS) — the number of potential 
viewers who were close to the presented product or 
advertising media; 

� Dwell Time — the average time during which 
potential viewers have been in the visibility range to 
the presented product or advertising media; 

� Attention Time — the average time when the viewer 
was watching the object of interest; 

� Gender — viewer gender (man/woman); 
� Age — viewer age group (child / youth / adult / 

seniors). 
 

This paper focuses on the problem of gender recognition 
classifier construction. There are comprehensive surveys 
written on face detection [14, 8], face recognition [18] and 
facial expression analysis [19]. Gender recognition has been 
studied less. The comparative analysis of lately proposed 
gender classification algorithms has been presented in paper 
[3]. The researches have proposed algorithms based on 
artificial neural networks [4], on a combination of Gabor 
wavelets and principal component analysis [20], on 
independent component analysis and linear discriminant 
analysis (LDA) [21, 22]. In paper [23] the authors utilize 
genetic algorithm for feature selection and support vector 
machine (SVM) [24] for classification. In paper [25] an 
algorithm based on local binary patterns in combination 
with AdaBoost classifier was proposed. Experiments with 
radial basis function (RBF) networks and inductive decision 
trees are described in paper [26]. 

A novel gender recognition algorithm, proposed in this 
paper, is based on non-linear SVM classifier with RBF 
kernel. To extract information from image fragment and to 
move to a lower dimension feature space we propose an 
adaptive feature generation algorithm which is trained by 
means of optimization procedure according to LDA 
principle. 

The rest of the paper is organized as follows. The scheme 
of the proposed algorithm is described in section 2. Section 
3 considers training methodology and experimental setup. 
In section 4, the results of the proposed algorithm 
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Fig. 2. The scheme of the proposed gender classification algorithm
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comparison with state-of-the-art gender classification 
methods is presented. Section 5 concludes the paper. 

II. THE PROPOSED ALGORITHM 
Classifier is based on Adaptive Features and SVM  

(AF-SVM). Its operation includes several stages, as shown  
in Fig. 2.  

AF-SVM algorithm consists of the following steps: color 
space transform, image scaling, adaptive feature set 
calculation and SVM classification with preliminary kernel 
transformation.   Input image RGB

YY� �  is converted from 
RGB to HSV color space and is scaled to fixed image 
resolution NN � . After that we calculate a set of features 

� �HSV
iAF , where each feature represents the sum of all 

rows and columns of element-by-element matrix product of 

an input image and a coefficient matrix HSV
iC  with 

resolution NN � , which is generated by the training 
procedure: 
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Kernel function parameters �  and �  are defined during 
training. The resulted feature vector serves as an input to 
linear SVM classifier which decision rule is:  
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The set of support vectors � �iX , the sets of coefficients 

� �iy , � �i�  and the bias b  are obtained at the stage of 
classifier training. 

III. TRAINING AND TESTING SETUP 
Both gender recognition algorithm training and testing 

require huge enough color image database. The most 
commonly used image database for the tasks of human 
faces recognition is the FERET database [27], but it 
contains insufficient number of faces of different 
individuals, that’s why we collected our own image 
database, gathered from different sources (Table 1). Faces 
on the images from the proposed database were detected 
automatically by AdaBoost face detection algorithm. After 
that false detections were manually removed, and the 
resulted dataset consisting 10 500 image fragments (5 250 

for each class) was obtained. This dataset was split into 
three independent image sets: training, validation and 
testing. Training set was utilized for feature generation and 
SVM classifier construction. Validation set was required in 
order to avoid the effect of overtraining during the selection 
of optimal parameters for the kernel function. Performance 
evaluation of the trained classifier was carried out with the 
use of the testing set. 

The training procedure of the proposed AF-SVM 
classifier can be split into two independent parts: feature 
generation, SVM construction and optimization. Let’s 
consider the feature generation procedure. It consists of the 
following basic steps: 

� RGB � HSV color space transform of the training 
images (all further operations are carried out for each 
color component independently); 

� scaling training images to fixed image resolution 
NN � ; 

� coefficient matrix HSV
iC  random generation; 

� feature value HSV
iAF  calculation for each training 

fragment; 
� the utility function F calculation as a square of a 

difference between feature averages, calculated for 
“male” and “female” training image datasets, divided 
by the sum of feature variances [28]:  

�
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; 

� iteratively in a cycle  (until the number of iterations 
exceeds some preliminary fixed maximum value): 
random generation of coefficient matrix HSV

iC~  inside 
the fixed neighborhood of matrix HSV

iC , feature value 
HSV

iFA ~
 calculation for each training fragment, 

calculation of the utility function F~ , transition to a 
new point ( FF ~� , CC ~

� ), if FF �~
; 

TABLE I. THE PROPOSED TRAINING AND TESTING IMAGE DATABASE 
PARAMETERS 

 
Parameter Value 
The total number of images 8 654 
The number of male faces 5 250 
The number of female faces 5 250 
Minimum image resolution 640×480 
Color space format RGB 
Face position Frontal 
People’s age From 18 to 65 years old 
Race Caucasian 
Lighting conditions, background   and 
facial expression No restrictions 
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The analysis shows that each feature has essential 
separation ability, and at 302 �N  recognition rate 
reaches 79.5%. At the same time the growth of RR is 
observed both with the growth of N2 and M2 due to the 
accumulation of information about considered classes inside 
the classifier. Thus, to obtain a compromise between quality 
and speed the following parameters were chosen: 

302 �N ;  4002 �M . 

IV. EXPERIMENTAL RESULTS 
In this section we present the results of the proposed  

AF-SVM algorithm comparison with state-of-the-art 
classifiers: SVM [24] and KDDA (Kernel Direct 
Discriminant Analysis) [21]. 

Classifier AF-SVM was trained according to a technique, 
given above. SVM and KDDA classifiers have far less 
adjustable parameters as they are working directly with 
image pixel values instead of feature vectors. To construct 
these classifiers the same training base, as for AF-SVM 
classifier, was used. The following conditions also were 
identical for all three considered classifiers: the number of 
training images for each class, training fragments resolution 
and image preprocessing procedure.  Optimization of SVM 
and KDDA kernel function parameters was held using the 
same technique and the same validation image dataset as 
used in case of AF-SVM classifier. Thus, equal conditions 
for independent comparison of considered classification 
algorithms, using testing image dataset, were provided. 

For the representation of classification results we utilized 
the Receiver Operator Characteristic (ROC-curve) [29]. As 

there are two classes, one of them is considered to be a 
positive decision and the other – a negative. ROC-curve is 
created by plotting the fraction of true positives out of the 
positives (TPR = true positive rate) vs. the fraction of false 
positives out of the negatives (FPR = false positive rate), at 
various discrimination threshold settings. The advantage of 
ROC-curve representation lies in its invariance to the 
relation between the first and the second error type’s costs. 

The results of AF-SVM, SVM and KDDA testing are 
presented in Fig. 5 and in table II. The computations were 
held on a personal computer with the following 
configuration: operating system – Microsoft Windows 7; 
CPU type – Intel Core i7 (2 GHz) 4 cores; memory 
size – 6 GB. 

The analysis of testing results show that AF-SVM is the 

TABLE II. COMPARATIVE ANALYSIS OF TESTED ALGORITHMS 
PERFORMANCE 

 
Algorithm 

 
 

Parameter 

SVM KDDA AF-SVM 

Recognition rate True False True False True False 
Classified as 
“male”, % 80 20 75.8 24.2 80 20 

Classified as 
“female”, % 75.5 24.5 65.5 34.5 79.3 20.7 

Total 
classification 
rate, % 

77.7 22.3 69.7 30.3 79.6 20.4 

Operation speed, 
faces/sec 44 45 65 

 

 
Fig. 5.  ROC-curves of tested gender recognition algorithms 
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most effective algorithm considering both recognition rate 
and operational complexity. AF-SVM has the highest RR 
among all tested classifiers – 79.6% and is faster than SVM 
and KDDA approximately by 50%. 

Such advantage is explained by the fact that AF-SVM 
algorithm utilizes a small number of adaptive features, each 
of which carries a lot of information and is capable to 
separate classes, while SVM and KDDA classifiers work 
directly with a huge matrix of image pixel values. 

Let’s consider the possibility of classifier performance 
improvement by the increase of the total number of training 
images per class from 400 to 5000. Experiments showed 
that SVM and KDDA recognition rates can’t be 
significantly improved in that case. Besides, their 
computational complexity increases dramatically with the 
growth of the training dataset. This is explained by the fact 
that while the number of pixels, which SVM and KDDA 
classifiers utilize to find an optimal solution in a high 
dimensional space, increases it becomes harder and even 
impossible to find an acceptable solution for the reasonable 
time.  

In the case of AF-SVM classifier the problem of the 
decrease of SVM classifier efficiency with the growth of the 
training database can be solved by the use of the small 
number of adaptive features, holding information about a lot 
of training images at once. For this purpose we suggest that 
each feature should be trained using a random subset  

(containing 400 training images per class) from the whole 
training database (containing 5000 images per class). Thus 
each generated feature will hold the maximum possible 
amount of information, required to divide the classes, and a 
set of features will include the information from each of the 
10 000 training images.  

On the stage of feature generation 300 features were 
trained according to the technique described above. After 
that an SVM classifier, utilizing these features, was trained 
similarly as before.  Besides, we preserved the number of 
training images for SVM construction equal to 400, and 
thus the operation speed of the final classifier remained the 
same as in previous experiments – 65 faces processed per 
second.  

TABLE III. RECOGNITION RATE OF AF-SVM ALGORITHM TRAINED ON 
DATASETS OF DIFFERENT SIZE 

 
Algorithm 

 
Parameter 

AF-SVM 
(M=5000) 

AF-SVM 
(M=400) 

Recognition rate True False True False 
Classified as 
“male”, % 90.6 9.4 80 20 

Classified as 
“female”, % 91 9 79.3 20.7 

Total 
classification 
rate, % 

90.8 9.2 79.6 20.4 

 

 
 

Fig. 6.  ROC-curves for AF-SVM algorithm trained on datasets of different size 
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The results of AF-SVM algorithm trained using expand 
dataset ( 5000�M ) and the initial AF-SVM classifier  
( 400�M ) comparison are presented in table III and in  
Fig. 6. 

The results show that AF-SVM algorithm together with 
the proposed training setup allow to significantly improve 
the classifier performance in case of increasing the training 
database size to 5000 images per class. Recognition rate of 
nearly 91% is achieved. Visual example of the proposed 
gender classification system is presented in Fig. 7. 
Recognized classes “male” and “female” are designated by 
symbols “M” and “F” correspondingly (Fig. 7). 

V. CONCLUSION 
A new classifier based on adaptive features and support 

vector machines, solving the problem of automatic gender 
recognition via face area analysis, is proposed. It shows 
recognition rate of 79.6%, which is 1.9% and 9.9% higher 
than that of SVM and KDDA correspondingly. The 
possibility of AF-SVM recognition rate improvement up to 
91% in case of increasing the training database size to 5000 
images per class is shown. The proposed algorithm allows 
to process 65 faces per second which is enough to use it in 
real time video sequence analysis applications. 

The adaptive nature of the feature generation procedure 
allows using the proposed AF-SVM classifier for the 

recognition of any other object on an image (in addition to 
faces). For this purpose a new training database of the 
considered class should be constructed and a classifier 
should be retrained according to the described in this paper 
technique. 

The proposed gender recognition classifier is used as a 
part of video data analysis system, which provides 
collection and processing of information about the audience 
in real time. The system is fully automatic and does not 
require people to conduct it. No personal information is 
saved during the process of operation. The noted features 
allow applying the proposed system in various spheres of 
life: places of mass stay of people (stadiums, movie theaters 
and shopping centers), transport knots (airports, railway and 
auto stations), border passport and visa control check-
points, etc.  

It should be noted that this report covers mostly 
theoretical aspects of gender classifier construction while 
the performance of the proposed audience analysis system 
will be demonstrated at FRUCT conference demo section. 

This work was supported by P.G. Demidov Yaroslavl 
State University research framework (project #1060). 
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